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Advancing the AI conversation
EDITOR’S LETTER

Over the past two decades, and then seemingly overnight, artificial intelligence has gone 
from a fringe technology to what many consider to be must-have, market-making and 

-shaping tech. And with each passing day, the AI conversation is evolving in real time, spurred 
on, of course, by all things generative-AI–related and the more readily apparent impact AI could 
have on organizations, industries, and economies.

In this issue, we’re featuring some of Deloitte’s latest proprietary research and insights to 
help move the AI conversation forward, offering fresh perspectives and foresight on what those 
organizational and economic impacts might be.  

For instance, Deloitte researchers have sliced and diced a data set from a proprietary survey 
of nearly 2,800 board members, C-suite executives, and other senior leaders in 14 countries for 
insights into how generative AI budgets are being spent (page 18), what it takes to scale from 
gen AI pilots to full implementation (page 90), and whether organizations feel prepared for 
any risk and governance issues associated with the technology (page 21). 

We look at which success metrics business and tech leaders turn to when determining 
the impact of their AI investments (page 19), and which kinds of AI regulations could be 
most effective for the ever-evolving technology, safeguarding the public while not hindering 
innovation (page 20).

And we examine AI’s potential impact on work and the workforce from several angles—
considering gen AI’s potential impact on productivity and labor demand and, therefore, 
economic outcomes (page 34); tracking the trend in C-suite roles requiring more data and 
analytics skills (page 70); making the case for the key capability people could need as work 
becomes more AI-enabled (page 38); and discussing why new prediction models might be 
needed to determine how AI and other tech could change the future of work (page 52). 

And we’re just scratching the surface. Deloitte is building a rich and diverse portfolio 
of AI-related business research and insights—the kind of trustworthy, deeply researched 
information that your AI-enabled searches rely on. Check out www.deloitteinsights.com for 
lots more where this came from.

Best,

Elisabeth Sullivan
Editor in chief, Deloitte Insights 
insights@deloitte.com
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Generative AI’s near- and long-term success 
hinges on continued co-investment in the 

wider technology ecosystem, and recent Deloitte 
research signals that many early adopters are plan-
ning their AI-related investments accordingly. 

According to the third installment of Deloitte’s 
quarterly State of Generative AI in the Enterprise 
survey, which was fielded in May and June 2024, 
and gathered responses from nearly 2,800 lead-
ers whose organizations are further along in their 
adoption and implementation of gen AI solutions, 
leaders across industries expect to be making criti-
cal investments in both gen AI and the intertwined 
and AI-enabling capabilities of data management, 
cloud consumption, and cybersecurity. While the 

prioritization of those investments varies by indus-
try, the anticipated investments suggest that tech-
nology budgets may need to increase across the 
board to take advantage of gen AI’s promise.  

Strong data hygiene is a prerequisite for success-
ful AI and gen AI strategies, and 70% of leaders in 
the Deloitte State of Gen AI study are investing in 
data management capabilities. Meanwhile, 73% of 
respondents expect their investment in cloud con-
sumption to increase along with investments in gen 
AI. And, while cybersecurity capabilities are seeing 
high co-investment levels from respondents across 
all industries in the survey, averaging 75%, three 
industries—financial services; energy, resources, 
and industrials; and government institutions— 

seem particularly focused on increasing their cyber-
security spending to support gen AI initiatives. 

On average, 53% of respondents expect invest-
ments in traditional AI and machine learning to 
increase alongside investments in gen AI, sug-
gesting that those spending more on both will 
be looking to combine predictive and generative 
capabilities in powerful applications. 

Research and analysis by the Deloitte Center for 
Integrated Research

Read the full report at  
www.deloitte.com/us/state-of-gen-ai

Gen AI investments increasingly extend 
beyond the AI itself
Deloitte’s State of Generative AI quarterly survey explores where industry leaders are directing their 
gen-AI–related funding
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Note: Deloitte’s AI Institute and Center for Technology, Media & Telecommunications also contributed to this data collection and analysis. 
Source: Deloitte Center for Integrated Research’s analysis of data from the Deloitte State of Generative AI wave 3 survey of 2,770 artificial 
intelligence leaders, fielded in May and June 2024. These organizations should be considered more advanced users of artificial intelligence. 

Cybersecurity
75% average

Cloud consumption
73% average

Hardware
35% average

Data management
70% average

Communication 
networks
42% average

Traditional AI and 
machine learning 
capabilities
53% average

Q: “To what extent are technology investments in the following areas impacted 
as a result of your organization’s enterprisewide generative AI strategy?”
Percentage of respondents who selected “increasing” or “significantly increasing”

100%

DATA POINTS



19Issue 33

While 
business 
leaders look 
inward for 
AI’s impact, 
tech leaders 
look outward

Strategies are being determined. Experimen-
tation is running rampant. Proofs of concept 

abound. As generative AI quickly gains a foothold 
across organizations and industries, there’s lit-
tle consensus yet about how best to determine its 
impact—and whether C-level executives will reach 
consensus, themselves. There are clues, however, 
in how business and technology leaders meas-
ure value for traditional artificial intelligence, the 
larger class of AI investments such as machine 
learning, deep learning, and conversational AI for 
which executives have established measurement 
behaviors and preferences.  

Using data from a global survey of 1,600 busi-
ness and technology leaders across 14 countries 
conducted in February 2023,1 the Deloitte Center 
for Integrated Research analyzed how technol-
ogy leaders and business leaders prioritize the key 
performance indicators commonly associated with 
digital investments when assessing the impact of 
their organizations’ AI capabilities. The results 
of this assessment proved to be counterintuitive: 
Interestingly, while business leaders who partic-
ipated in the survey reported that they’re more 
focused on AI’s process-related benefits within 
their organizations, tech leader respondents said 
they’re more often looking outward—at KPIs asso-
ciated with sales and customer satisfaction. 

According to the survey, technology leaders 
are 12 percentage points more likely than business 

A Deloitte Global study 
examines the differences in 
metrics used by organizations’ 
leaders to determine the success 
of their AI investments
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leaders to be using the sales of new digital products 
as a KPI and 7 percentage points more likely to be 
focused on sales through new digital platforms, for 
instance. They also use net promoter scores and 
intangible assets more than business leaders.2 

When it comes to all forms of AI, business and 
tech leaders alike might collectively be missing 
opportunities to consider innovation measures 
and long-term value creation, the survey findings 
suggest. Among those leaders who measure tradi-
tional AI, only about 30% use innovation-oriented 
KPIs like the tech’s effect on an organization’s tol-
erance for experimentation or intelligent failure, 
or the number of agile pods or teams.3 

Leadership’s alignment on AI success met-
rics could be less critical during an organization’s 
experimentation or initial adoption phase, but it 
could, of course, become increasingly important 
as the organization works to assess the technolo-
gy’s current and potential impact, and makes the 
case for continued investment.

Research and analysis by the Deloitte Center for 
Integrated Research

Read the full report at  
www.deloitte.com/insights/measuring-ai

KPIs for traditional Al, showing misalignment greater than or equal to 7 percentage points 
between business and tech leaders

0%

40%

80%

Tech leaders

Notes: 1) N = 1,600; 2) Out of 1,204 respondents for traditional Al, 1,180 are technology and business leaders. The remaining are categorized 
under “other.” 3) Business roles include administration, finance, human resources, marketing, operations, procurement, risk/compliance, 
sales, strategy. Tech/transformation roles include digital, R&D, technology/IT, transformation.

Source: Deloitte Center for Integrated Research survey of global tech value leaders, conducted in February 2023.
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DATA POINTS

When it comes to fast-moving technologies 
like artificial intelligence, how can govern-

ments strike the balance between enabling innova-
tion and protecting the public interest? Innovation 
and regulation tend to operate on two different 
time frames, which can cause problems when gov-
ernments are working to regulate rapidly evolving 
technology like AI. And consider AI’s complexity 
and diversity: From computer vision finding pot-
holes in roads to generative pretrained transform-
ers answering people’s tax questions and more, it 
could be a formidable challenge to find a single set 
of rules that addresses all forms of AI and their 
uses, both now and in the future.

Rather than trying to find a set of rules that 
can control the workings of AI itself, a more effec-
tive route could be to regulate AI’s outcomes, 
but it seems that few such regulations explic-
itly addressing AI exist yet, according to a recent 
Deloitte US analysis.

The Deloitte Center for Government Insights 
has defined five regulatory principles to address 
rapidly evolving technologies.1 First, there are 
principles related to the fast-evolving nature and 
cross-border reach of modern technologies: adap-
tive regulation, which advocates for a respon-
sive, iterative approach rather than a static one; 

regulatory sandboxes that allow for prototyping 
and testing new methods; and collaborative regula-
tion, which seeks alignment and engagement across 
national and international players within the ecosys-
tem. Second, the research center outlines principles 
related to the regulations’ focus: outcome-based 
regulation, which focuses on the results rather than 
the processes; and risk-weighted regulation, which 
proposes a shift from one-size-fits-all regulation to 
a data-driven, segmented approach.

Outcome-based and risk-weighted regulations 
can be powerful tools for regulating AI, accord-
ing to the research center. For example, if it’s in 
the public interest to limit bias in AI-enabled 
decisions, then requiring that the outcomes of 
all of those decisions, regardless of the technol-
ogy used, meet certain standards—rather than  
regulating the workings of AI itself—could help 
protect public goals even as new generations of 
technology come online.

However, the Deloitte researchers reviewed the 
OECD.AI Policy Observatory’s database, which 
contains over 1,600 AI policy initiatives from 69 
countries and the European Union—including reg-
ulations and policies aimed at supporting or shap-
ing AI technology—and found that only about 
3% of regulations were either outcome-based or 

risk-weighted, and no regulations included in the 
data set were both.

This isn’t to say that outcome-based and risk-
weighted regulations don’t exist. They likely con-
stitute part of the regulatory structures of the 69 
countries included in the analysis, according to 
the researchers. It’s just that those regulations 
aren’t considered “AI regulations,” so there’s an 
opportunity for many governments’ AI-adjacent 
regulations to become more explicit. And these  
clarifications don’t just protect the public. They 
can also be critical for speeding up innovation. In 
some cases, innovators may slow down their work 
on sensitive use cases for fear of ending up on the 
wrong side of future regulations, while regula-
tors, unfamiliar with the technology, are hesitant 
to make rules.2 

Outcome-based and risk-weighted regulations 
can break this cycle by clearly showing where pub-
lic equities lie, giving regulators confidence in their 
approaches, and giving innovators the clarity they 
need to move forward.

Research and analysis by the Deloitte Center for 
Government Insights

Read the full report at www.deloitte.com/insights/ai-regulations

Few AI regulations across the globe address 
the outcomes rather than the tech
Outcome-based and risk-weighted regulations are an underused tool that can both protect the public 
interest and encourage innovation, a Deloitte US analysis shows
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Source: Deloitte analysis of OECD.AI Policy Observatory data.

Global AI policy instruments categorized by 
Deloitte’s ‘future of regulation’ (FoR) principles

Adaptive 
regulation

Shift from “regulate and 
forget” to a responsive, 
iterative approach

Not following FoR 
principles

28%

Collaborative 
regulation

Align regulation nationally 
and internationally by 
engaging a broader set of 
players across the 
ecosystem

25%

Regulatory 
sandboxes

Prototype and test new 
approaches by creating 
sandboxes and 
accelerators

1%

Outcome-based 
regulation

Focus on results and 
performance rather 
than processes

1%

Risk-weighted 
regulation

Shift from one-size-fits-all 
regulation to a data-driven, 
segmented approach

2%

43%

potentially powerful

tools for regulating ai
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and secure strategic benefits. For example, more 
respondents are now focused on uncovering new 
ideas (up 6 percentage points), and encouraging 
innovation and growth (up 4 percentage points).1

However, many respondents report significant 
barriers to the successful development and deploy-
ment of generative AI tools and applications—
including difficulty managing risks, worries about 
regulatory compliance, and a lack of a governance 
model. Only 18% of Europe-based respondents 
report being highly prepared or very highly prepared 
in the areas of gen AI risk and governance, up only 2 
percentage points from the previous survey period. 

And the research indicates that any clarity 
gained from the arrival of the EU AI Act—which 
was launched shortly after the survey period, in 
August 2024, by the European Commission, the 
executive arm of the European Union2—might 

not have helped yet. For example, among Germany- 
based respondents to a recent Deloitte Germany 
survey gathering executives’ feedback on the EU 
AI Act, only about 36% report that their organiza-
tions are well-prepared to implement the act and 
52% are concerned that regulation will restrict their 
AI innovation opportunities.3 

Risk and regulation-oriented uncertainty are 
top concerns for respondents to Deloitte’s State 
of Generative AI survey across global regions. Only 
23% of all respondents rated their organizations as 
highly prepared to handle risk, regulation, and gov-
ernance issues related to the technology.

Research and analysis conducted by the Deloitte 
Center for Integrated Research

Read the full report at www.deloitte.com/us/state-of-gen-ai
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The preparedness of some European organi-
zations to adopt generative AI appears to be 

accelerating rapidly, but fewer gains are being made 
in the areas of risk management, regulatory readi-
ness, and governance models.

According to a Deloitte survey of over 700 senior 
leaders in France, Germany, Italy, the Netherlands, 
Spain, and the United Kingdom conducted in June 
2024, there was a significant increase over the pre-
vious six months in respondents reporting that their 
organizations are highly prepared or very highly pre-
pared to adopt gen AI in the areas of strategy (up 11 
percentage points since December 2023), technol-
ogy and infrastructure (up 9 percentage points), and 
talent (up 8 percentage points).  

The latest wave of Deloitte’s State of Generative 
AI in the Enterprise survey also found that Europe-
based respondents are focusing less on gen AI’s 
short-term operational use cases such as reducing 
costs (down 8 percentage points since December 
2023) or improving efficiency and productivity 
(down 4 percentage points), and instead are turn-
ing their attention to applications that can help 
them gain a longer-term competitive advantage In
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European 
organizations’ 
gen AI 
preparedness 
has increased, 
but few feel 
ready for the 
associated 
risks
Europe-based respondents to a 
Deloitte survey report higher 
levels of strategy, tech, and 
talent preparedness for 
generative AI adoption, and 
less progress in the areas of risk 
and governance

Q: “For each of the following areas, rate your 
organization’s level of preparedness with 
respect to broadly adopting generative AI 
tools/applications”
Percentage of Europe-based respondents who 
selected “highly prepared” or “very highly prepared”

Wave 1 Wave 3

Notes: Wave 1 data (N = 706) was collected in December 2023 and wave 3 data (N = 705) was collected in June 2024; 
countries included in this comparative analysis were France, Germany, Italy, the Netherlands, Spain, and the United Kingdom.
Source: Deloitte, State of Generative AI in the Enterprise, 2023 and 2024.

Talent

Risk and governance

Technology infrastructure

Strategy

33%

42%

38%

27%

23%

15%

18% 16%
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AI insurance could be a nearly US$5 billion market in just eight years, according to Deloitte US

A burgeoning ‘AI-generated’ market: 
Insurance safeguards against AI risk 

Over the next few years, society may be hard-
pressed to find any aspect of daily life that 

doesn’t have an artificial intelligence engine in the 
background. But an AI-powered world introduces 
both anticipated and unforeseen risks. 

Consider the following scenario: In the not 
too distant future, a person could take their self- 
driving car to a doctor’s appointment to get an 
AI-assisted diagnosis, followed by AI-assisted sur-
gery and, eventually, filing an insurance claim 
through an AI chatbot. Many things can go wrong 
in this scenario: The autonomous car could bump 
into another vehicle, the initial diagnosis could 
be incorrect, or the chatbot could reject the valid 
claim outright. The risks stemming from AI in this 
example could range from a significant financial 
loss to a potential fatality. 

While some of these risks might seem futuristic, 
they’re already starting to materialize. In fact, Stan-
ford University’s AI Index noted there were 260 
AI incidents and controversies in 2023, a 2,500% 
increase from just 10 in 2012.1 And in a recent 
World Economic Forum report, nearly 1,500 sur-
veyed professionals identified AI as their organiza-
tion’s biggest technology risk.2 

Enter the AI insurance policy. By drawing par-
allels between the post-financial–crisis growth of 
cyber insurance with AI insurance, the Deloitte 
Center for Financial Services projects that by 
2032, insurers potentially could write approxi-
mately US$4.8 billion in annual global AI insur-
ance premiums, at a compound annual growth rate 
of around 80%.3 

A few large reinsurers are already participating 
in the AI insurance market. Munich Re rolled out a 
specific AI insurance product, primarily meant for 
AI startups, in 2018.4 They also launched coverages 
for AI developers, adopters, and businesses build-
ing self-developed AI models. Several insurtech 
startups are also beginning to operate in this space. 
Armilla AI launched a product that guarantees the 
performance of AI products.5 

Just from generative AI alone, businesses could 
face losses from risks such as cybersecurity threats, 
copyright infringements, wrong or biased outputs, 
misinformation or disinformation, and data pri-
vacy issues. Having an insurance policy to protect 
against such issues could help assuage concerns 
and even encourage further AI adoption at scale.

Research and analysis by the Deloitte Center for 
Financial Services

Read the full report at  
www.deloitte.com/insights/fsi-predictions

Source: Deloitte US analysis.

Anticipated growth in global AI 
insurance premiums, 2024–2032 
US dollars, in billions

2027
$0.25B

2030
$1.47B

2031
$2.65B

2032
$4.77B

2029
$0.81B

2028
$0.45B

2026
$0.14B2025

$0.08B
2024
$0.04B
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As new generative-AI-enabled tools and 
use cases emerge, organizations are racing 

to harness the opportunities. But do workers—
and younger workers, in particular—view these 
opportunities as potential benefits or potential 
threats? 

According to Deloitte’s 2024 Gen Z and  
Millennial Survey, which included more than 
22,800 respondents in 44 countries, uncertainty 
is still the top emotion for both Gen Zs and mil-
lennials when it comes to generative AI. Many 
young workers surveyed are not yet using gen AI 
at work: 27% of Gen Zs and 34% of millennials say 
they never use gen AI at work, while another 42% 
of Gen Zs and 38% of millennials say they rarely 

or sometimes do. But among the roughly 25% who 
use gen AI at work all or most of the time, there is 
both a stronger sense of optimism and a stronger 
acknowledgement of the risks. 

The majority of Gen Z and millennial respond-
ents who frequently use gen AI are more likely to 
believe it will free up their time, improve the way 
they work, and improve their work/life balance. 
But respondents who frequently use gen AI also are 
more likely to believe that gen-AI–driven automa-
tion will eliminate jobs and make it more difficult 
for younger generations to enter the workforce—
potentially because the technology may automate 
many of the more manual tasks that entry-level 
workers typically do.

However, as with other technologies, familiarity 
breeds comfort, according to the survey responses, 
and there’s an opportunity for organizations to 
make workers more familiar with generative AI 
through training. Approximately half of respond-
ents (51% of Gen Zs and 45% of millennials) say 
their employer is training workers on the capabil-
ities, benefits, and value of gen AI, so many organ-
izations still have an opportunity to create a more 
positive outlook by providing workers with the 
kind of training they need to be successful in an AI- 
fueled environment. 

Read the full report at 

www.deloitte.com/gen-z-millennial-survey

Younger workers around the world remain wary of generative AI’s impact, according to an 
expansive, new survey from Deloitte Global

More hands-on gen AI experience increases 
optimism—and caution—for millennials  
and Gen Z
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Gen Z and millennial survey respondents weigh gen AI’s benefits and risks

Note: N = 22,841. Includes 14,468 Gen Z respondents and 8,373 millennial respondents from 44 countries across 
Africa; Asia Pacific; Eastern and Western Europe; the Middle East; and North, Central, and South America.
Source: Deloitte Global, 2024 Gen Z and Millennial Survey, fielded between November 2023 and March 2024.

Generational average

Frequent users

Millennials

Gen Z

Believe gen AI will free 
up time and improve 
work/life balance

Believe gen AI will 
improve the way 
they work

Believe gen-AI–driven 
automation will cause 
the elimination of jobs

Believe younger 
generations will find 
it harder to enter the 
workforce because of 
gen AI

55%

84%

80%

86%

79%

73%

71%

71%

73%

58%

59%

59%

47%

48%

52%

57%
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Technology’s relationship to business strat-
egy continues to move from reactive to pro-

active, with more technology leaders earning an 
influential seat next to their CEO. 

According to Deloitte’s 2024 CIO Pulse Survey, 
conducted in February 2024 by Deloitte’s CIO 
Program among 211 US-based tech leaders, 63% of 
respondents say they report directly to their CEOs. 
This is a significant increase from the 41% of tech 
leaders who said they reported to their CEOs in the 
2015 Deloitte Global Technology Leadership study. 

In the survey, which aimed to understand tech 
leaders’ near-term priorities and the characteristics 
they believe are necessary to help address today’s 
most pressing business issues, respondents indicate 
that tech leaders today face a balance of owning 
operational responsibilities and driving business 
outcomes. In addition to more conventional tech 
leader responsibilities such as providing expert 
internal technology support (55%) and mitigating 
risk (50%), many respondents also consider it their 
responsibility to enable transformation and innova-
tion (59%), deliver topline value (57%), and serve 
as a change agent (54%). 

Respondents’ top priorities include staying ahead 
of emerging technologies and solutions; embracing 
the potential of data, analytics, artificial intelli-
gence, and machine learning; and mitigating cyber-
security risks and preventing cyber incidents and 

More tech leaders in Deloitte's 
CIO Pulse Survey say they 
report directly to their CEO, 
an indication of tech’s 
increasingly influential role 
in business

Many tech 
leaders’ 
influence in 
the C-suite 
is growing, 
new Deloitte 
research 
suggests

Who do technology leaders report to?
Percentage-point change in number 
of respondents making each selection 
in 2024 vs. 2015

Sources: US responses from the 2015 Deloitte Global Technology 
Leadership Study; 2024 numbers are based on responses from 
Deloitte’s 2024 CIO Pulse Survey.

CEO
+22

COO
+6

CFO
–15

Board
–16

attacks. However, despite the growing focus on AI, 
only roughly one-third (35%) of the tech leaders sur-
veyed rank embracing the potential of AI, data, ana-
lytics, and machine learning as their No. 1 priority. 

The survey data suggests that more organiza-
tions may be recognizing tech leaders’ role in help-
ing to shape future-ready organizations, ensuring 

that technology continues to be a cornerstone of 
business innovation and growth. 

 
Research and analysis by the Deloitte CIO Program

Read more at  

www.deloitte.com/us/cio-perspectives
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Almost every enterprise software company 
likely will embed generative AI in at least 

some of its existing products, potentially in ways 
that will go unnoticed by users. But it remains to be 
seen whether these enhancements can be monetized 
and, if so, how much revenue they could generate.

The Deloitte Center for Technology, Media 
& Telecommunications recently conducted an 
analysis of how many software tools likely will be 
enhanced with gen AI, the potential addressable 
market and the potential pricing models imple-
mented for or affected by gen AI enhancements, 
and projected that almost all of the 50 largest enter-
prise software companies globally could garner no 
more than a collective US$10 billion increase in 
annual revenue by the end of 2024, which would 
be lower than more optimistic projections. 

Software companies are looking to mone-
tize their generative AI enhancements to existing 
products largely because the companies often are 
spending billions of dollars on integrating gen AI 
and the operating costs aren’t trivial, with estimates 
that each gen AI query costs between 1 cent and 
36 cents. (One service that costs US$10 per user 
per month is rumored to be losing US$20 per user 
monthly, with some users costing the provider more 
than US$80.)1  

Yet at least some buyers of enterprise software 
are pushing back. According to a June 2023 US sur-
vey of buyers fielded by UBS Global Research and 
Evidence Lab, respondents believe there’s signifi-
cant long-term potential for gen AI features, but 

Are new 
generative 
AI features 
in software a 
monetizable 
enhancement 
or table 
stakes? 
A recent Deloitte US analysis 
assesses gen AI’s potential 
impact on software providers’ 
revenue

some respondents consider AI features to be table 
stakes. Their attitude is that every vendor needs 
to offer them, but “good luck trying to get me to 
pay for it.” 2 

Software providers also might be challenged 
to convince customers to pay for gen AI features 
until these customers see the value those features 
bring to their workflows—at least in the short 
term. Research abounds on generative AI’s early 
impacts on knowledge workers’ productivity from 
using gen AI tools themselves (not gen AI features 
embedded in enterprise software) to do more, 

faster, and at a higher quality than those not using 
the tools.3 Proof of ROI is still “just around the cor-
ner,” possibly enabling software providers to list 
gen AI among their top value-adding features and 
benefits. But as of the halfway point in 2024, the 
potential for monetization remains in question.

Research and analysis by the Deloitte Center for 
Technology, Media & Telecommunications

Read the full report at  

www.deloitte.com/insights/tmt-predictions

Monetizing software’s gen AI features: A revenue boost or a drop in the bucket?

Source: Deloitte analysis, with 2024 industry revenue extrapolated from Gartner Research estimates.

Projected increase in annual revenue 
from monetizing gen AI features by the 
end of 2024 = US$10 billion (1%)

Estimated revenue of global 
enterprise software firms in 2024

US$860 billion

= US$1 billion
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Many survey respondents see AI as a design 
field unto itself: 40% of interviewees say AI will 
represent a field in which design-related skills will 
be applied. Moreover, 36% think they’ll play a cru-
cial role in how AI is developed, and how quickly 
and easily it’s adopted by other industries, both pri-
vate and public—not to mention society in general.

From runways to highways and beyond, Italy’s  
design industry often influences innovation on 

the global stage. As more Italy-based design pro-
fessionals add AI to their thoughtfully curated 
toolboxes, it could both accelerate the technolo-
gy’s further development and bolster the country’s 
rich heritage of design innovation.

Read the full report at  
www.deloitte.com/it/design-economy-italy

26

For many, the Italian design industry 
embodies cutting-edge creativity mixed 

with old-world traditions—innovation combined 
with craftsmanship, creators known as much for 
the tools they use as the products they design. 
This juxtaposition makes the industry a par-
ticularly interesting case study on AI adoption:  
How does a field known for human originality 
often realized with time-tested tools (plus strong 
technological know-how) approach integrating 
artificial intelligence? 

Deloitte Private recently partnered with the 
Symbola Foundation and two other Italy-based 
design organizations to survey 350 Italy-based 
design professionals providing services in fields 
including fashion, furniture, transportation, hos-
pitality, and interior design. Thirty-eight percent 
of respondents ranked AI as the second-most 
important technology for the future of their indus-
try, after extended-reality applications. Roughly 
half (45%) of the Italy-based designers who par-
ticipated in the study believe they have good or 
excellent knowledge of how to use AI, yet only 15% 
say they frequently use AI solutions.

A snapshot of 
AI adoption: 
Italy’s design 
sector
Italian design connotes 
innovation and expert 
craftsmanship, and a Deloitte 
Private study found that AI 
isn’t yet a common tool of the 
trade across some Italian 
design disciplines 

Knowledge versus use of AI among 
surveyed designers in Italy

Source: Deloitte Private, in collaboration with the Symbola Foundation, POLI.design, and the Association for Industrial Design, 
“Design economy 2024: Design economics in Italy,” Deloitte Italy, accessed Aug. 23, 2024.
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44%

No
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Many US consumers are optimistic about the 
potential for generative AI to address chal-

lenges in the US health care system including access 
and affordability, but they might not be as inclined 
to use the technology for their own health- and 
wellness-related fact-finding—instead preferring 
to go straight to the source.

According to a survey of more than 2,000 
US consumers conducted in March 2024 by the 
Deloitte Center for Health Solutions, 30% of 
respondents reported that they “don’t trust the 
information” on health and wellness from gen-AI–
enabled tools, up from 23% in 2023.1 The growing 
skepticism is most evident among two demographic 
groups: millennials and baby boomers. From 2023 
to 2024, distrust among millennials has risen from 
21% to 30%, and among baby boomers, it has 
increased from 24% to 32%.

The research indicates that, when it comes to 
potentially life-altering information, consumers 
want to know where the information came from, 
and whether they can trust the source—and they 
tend to have more confidence in the expertise of 
their clinicians: 74% of respondents view doctors 
as their most trusted source of information for 
health care treatment options.

While US consumers are less 
inclined to use gen AI for their 
own health fact-finding, they 
trust their clinicians to wield 
gen AI tools in care delivery,  
a Deloitte US survey shows

More US 
consumers 
think AI- 
generated 
health 
information 
should be left 
to the experts

Interestingly, of the respondents who are not cur-
rently using gen AI themselves, 64% are supportive 
of their health care providers using it for care deliv-
ery. Most respondents are comfortable with their 
doctors using gen AI to convey information about 
new treatments (71%), interpret diagnostic results 
(65%), and even diagnose conditions and illnesses 
(53%). (This trust is contingent on the assurance 
that consumers’ personal data is being handled 
responsibly and protected securely.)

As it stands, consumers are generally using 
free and publicly available gen AI tools for health 
and wellness purposes.2 However, due to the 

continually developing nature of the technology, 
these versions may sometimes provide inaccurate 
information, which can lead to diminished con-
sumer trust.3 This presents an opportunity for 
health care organizations to bolster trust by edu-
cating consumers, providing them with gen AI 
tools specifically designed for health care applica-
tions, and addressing privacy concerns.

Research and analysis by the Deloitte Center for 
Health Solutions

Read more at www.deloitte.com/insights/consumer-trust 

US consumers are increasingly wary of the health care information that generative AI may provide
Why consumers aren’t using gen AI for health- or wellness-related purposes, 
even as their gen AI usage increases

Notes: N in 2024 = 1,054; N in 2023 = 1,020. The results represent the number of 
respondents who have not used gen AI for any health- or wellness-related reasons.
Source: Deloitte Center for Health Solutions’ 2024 Health Care Consumer Survey.

2023 2024

“I haven’t needed to look up anything”
36% 

“I don’t know how to use gen AI technology”
31% 

“I didn’t know that I could 
access gen AI tools”

25% 

“I don’t trust the information”
23%

“I didn’t know gen AI could help with 
those tasks, and would like to try”

23% 

30%
30%

29%

22%

24%
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Q: How can we balance AI adoption with employee well-being?

A: There’s pretty much a double-edged sword to everything in 
life, right? There’s the good and the bad, and the pros and the 
cons. And, certainly, when we think about generative AI and all 
these tools, are they designed to help us be more efficient, to get 
knowledge faster, to embed that into our work more quickly? Yes. 
And so there are great advantages to that. But we’re using words 
like “efficient,” “faster,” and “more.” And words like “efficient,” 
“faster,” and “more” make us actually do more, and we don’t 
always calibrate our energy, our time, to deal with these advances.

I do worry about how expectations of ourselves and of us 
in our environments will exceed the cognitive capacity and the 
physical capacity that we have to do work. That hasn’t changed. 
Doing more work hasn’t all of a sudden made us superhuman. 
We still have limitations cognitively, emotionally, and physically. 
So I think we need to start having conversations around working 
well, even though the demands placed upon us are increasing. 

That said, I think there’s great potential in generative AI to pro-
duce higher-quality products. It’s just, how can we do that without 
sacrificing ourselves cognitively, emotionally, and physically in the 
process? I think this is the next set of questions we have to listen to.

Q&A

Better questions about  
generative AI
Four scholars share critical questions leaders should ask about generative AI,  
from concerns about bias to existential considerations about human values 
By Annalyn Kurtz and Andrew Blau

Across the business landscape, there’s significant focus right now 
on how to pose better questions to generative AI, but many lead-
ers are also trying to ask better questions about the technology— 
to reflect on the potential implications it could have for their 
organizations and the humans using it. 

At the Thinkers50 conference in London, an event celebrat-
ing achievements in business and leadership research, we asked 
several leading management scholars: What better questions 

should we all be asking about generative AI? 
From concerns about bias to the trade-offs between produc-

tivity and overwork, here’s how four of those scholars summed 
up the ethical, societal, and existential considerations that are 
often overlooked in the rush to adopt exciting, new technolo-
gies. Their perspectives encourage a deeper examination of how 
AI tools align with broader human values and the future we all 
aspire to create.

Annalyn Kurtz 
ankurtz@deloitte.com

Annalyn Kurtz is the executive 
editor of Deloitte Insights. 

Andrew Blau
ablau@deloitte.com

Andrew Blau leads Deloitte US’s 
strategic futures practice.

Stephanie Creary, an assistant professor of 
management at the University of Pennsylvania’s 
Wharton School, studies organizational 
behavior, including questions about diversity, 
identity, and overwork, among other topics.
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Q: What skills will new workers need in an AI world? 

A: The advice I do give to young people is that, in a world in 
which we are building a machine that is very, very good at 
answering questions, the scarce and complementary human 
skill is asking good questions. … The questions are about our 
values. The questions are about our possibilities. The questions 

are not so easy to glean just from an extension of what’s been 
done in the past because it is a wide-open set of possibilities. …

They’re questions about what our future could be. … What is 
the most beautiful world we could imagine tomorrow? And every 
other question is a sub-question of that and how we get there. 

Asking those questions in a way that is meaningful is the 
big challenge.

Sinan Aral, a professor of management, 
information technology, marketing, and data 
science at the Massachusetts Institute of 
Technology’s Sloan School of Management, 
directs a research group focused on generative 
AI and decentralization.

Q: What behaviors can help counter AI bias?

A: When we think about leadership as all of us being a leader, then 
how do we step up to be able to nurture those inclusive spaces 
using the concept of active allyship? And a few of [those behav-
iors] really apply here when we think about generative AI. The 
No. 1, the first behavior is actually deep curiosity, really being 
deeply curious about what is missing. Whose voice is missing? 
How is someone who’s different from myself, are they repre-
sented in what generative AI is providing us, in the responses 
that we’re getting? Is that perspective representative of the 
global majority? The Global South? The underrepresented, the  

underrecognized, the underestimated: Are those voices really 
there? So, deeply being curious.

The second is honest introspection. And that is about examin-
ing bias—bias in the way we ask questions as well. Sometimes we 
can ask questions in a particular way and, of course, that means 
that you’ll get a certain type of response. … But if we tweak the 
words, could we get a more inclusive response? Would that then 
trigger the generative AI system to be able to provide us with more 
nuance and more representation in the responses we get? So I think 
[we need] that honest introspection around our own questions 
but then, of course, looking at the responses we get and saying, 
“Well, where does bias actually lie in what is being provided to us?”

Poornima Luthra, an associate professor at 
Copenhagen Business School, is the author 
of The Art of Active Allyship, which examines 
seven behaviors to nurture inclusion in the 
workplace.
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Q: What questions shouldn’t be left to AI?

A: From a philosophical perspective, there are questions that we 
should never leave to a bot. Typically, I talk about the three big 
E’s. The existential questions: Who am I? What does it even mean 
to be one person and another person? The ethical questions: How 
should I behave? How do I do what’s good not only for myself 
but for the people around me and for the world at large? And 

the epistemological questions: How do we know, and what do 
we know? And how do we deal with all the things that we don’t 
know? … I think it becomes extremely important that we prac-
tice asking these kind of questions and recognizing this is a ques-
tion that we need to discuss with each other and not with a bot.

To view the videos, visit www.deloitte.com/insights/ai-better-questions. For more 
information about the Thinkers50 Radar list, visit Thinkers50.com/radar-2024

Q&A

Stephanie Creary, Poornima Luthra, and Pia Lauritzen 
were honored in the Thinkers50 Radar Class of 2023, 
a list produced in collaboration with Deloitte US 
spotlighting business and management thinkers whose 
ideas are likely to shape the future. 

In collaboration with Deloitte Insights, Thinkers50 
recently conducted a pulse check of 48 Radar honorees 

about their generative AI usage to get a sense of how 
the technology is impacting the work of business and 
management thinkers. Several shared their concerns 
about bias, ethics, intellectual property, and plagiarism, 
but they also marveled at its speed, note-taking 
abilities, and value as a brainstorming buddy. Among 
these respondents, more than half were frequent users, 

with 28 reporting they had used generative AI tools 
at least once a day in their last month of work. Only 
one person said they had not used a generative tool 
in the prior month.

The respondents’ use of generative AI tools high-
lights the technology’s utility in day-to-day work, even 
as these thinkers also question its limitations.

THINKERS50-RECOGNIZED BUSINESS THINKERS EXPLORE GENERATIVE AI’S BENEFITS AND ETHICAL CHALLENGES

FIG 1: How frequently did you use generative AI tools in your last month of work? 

Source: Thinkers50, in collaboration with Deloitte Insights.

Among the 48 Radar honorees who responded to our informal pulse check, 
many were frequent users of generative AI tools

23 used them 
multiple times a day

5 used them 
once a day

6 used them 
once a week

13 used them 
2 to 3 times per month

1 did not use them last month

The views and opinions 
expressed by interview subjects 
are solely their own and do not 
reflect the opinions of Deloitte. 
These interviews provide 
general information only and 
are not intended to constitute 
advice or services of any kind.

Pia Lauritzen, a trained philosopher and 
founder and CEO of Qvest, an employee 
engagement technology company based in 
Denmark, studies the philosophy behind 
questions and how they shape human thinking 
and knowledge. 

Thinkers50.com/radar-2024
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Generative AI and the labor market:  
A case for techno-optimism
Generative AI can boost productivity and enhance the labor market, yet it remains to be seen if 
everyone can reap its many benefits 
By Ira Kalish and Michael Wolf

Technological advancement and innovation have a long history of 
fueling anxiety among workers. In the early 1800s, the so-called 
Luddites smashed knitting machines that threatened textile 
workers in England.1 In 1930, John Maynard Keynes posited 
that technological innovation could at least temporarily result 
in widespread unemployment.2 Today is no different. Plenty of 
ink has been spilled fretting about robots replacing human labor. 
Although it’s easy to see the displacement effect that technology 
can have on workers, innovation can also raise demand for labor 
in other sectors, making the net effect a positive one.

The historical record is mixed when it comes to innovation and 
its impact on the labor market. Sometimes innovation can have 
a positive effect on labor demand while, at other times, it can be 
detrimental. So how can we know what type of effect generative 
AI will have? And what does it mean for the rest of the economy?

A quick look at the literature on the economics of innova-
tion is useful in understanding the interaction between innova-
tion and the wider economy. A wide assessment of innovation 
in the United States reveals innovation increased demand for 
workers in the four decades following World War II. However, 
in the next four decades, it had the opposite effect, weakening 
demand for labor.3 This doesn’t mean that labor demand actu-
ally fell during this later period. It was just weaker than the coun-
terfactual and the trend demonstrated in the earlier period. It’s 
worth noting that the employment-to-population ratio in the 

United States peaked in 2000, right in the middle of this slower 
labor demand period (figure 1).

Stronger growth in the earlier period is often associated with 
the five “great inventions of the Second Industrial Revolution,” 
which include electricity (for example, the light bulb and electric 
motor), the internal combustion engine, sanitation (including run-
ning water and indoor plumbing), chemicals (natural gas, plastics, 
and pharmaceuticals, for example), and telecommunications (the 
telephone and radio). Some researchers show that these inventions 
had such a profound and anomalous effect on the economy and 
living standards that their strong economic effects are unlikely to 
be repeated in the future.4  

The type of innovations that occurred over the 40 years fol-
lowing World War II likely explains some of the associated pos-
itive economic outcomes. Most of these inventions would be 
considered product innovations, which are creations of a new or 
vastly improved good or service, rather than a process innovation, 
which is focused on how a good or service is created. For example, 
the invention of the automobile would be a product innovation, 
whereas the invention of industrial robots that assemble automo-
biles would be a process innovation. Research shows that product 
innovations are more likely than process innovations to improve 
productivity and therefore boost economic output.5 

Researchers focusing on the labor market invoke a similar 
argument.6 They believe technological innovation focused on Ill
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augmenting labor or performing tasks that humans do not or 
cannot perform will lead to stronger growth in aggregate labor 
demand. Such innovations are more closely aligned to product 
innovations. Conversely, labor-automating technologies that 
focus on performing existing human tasks, such as aspects of 
AI, are more similar to process innovations and are more likely 
to diminish aggregate labor demand.

Making distinctions between product and process innova-
tions, and labor-augmenting and -automating innovations can 
be murky. For example, the invention of the automobile can be 
considered a product innovation in that it was sold to customers 
and was significantly different from anything that came before 
it. However, it can also be a process innovation when it’s used to 
transport goods. Similarly, an innovation such as a word proces-
sor can be considered labor-automating to a legal secretary but 
labor-augmenting to a lawyer.

The scale of an innovation is, perhaps, more important than 
whether it’s a product or process innovation. Research focus-
ing on innovations among French manufacturers shows that 
it’s “radical innovation,” rather than “incremental innovation,” 
that has a positive effect on overall productivity growth.7 Simi-
larly, two leading researchers on the topic note that it isn’t the 
“brilliant” automation technologies that threaten employment 
and wages, but “so-so” technologies that generate smaller pro-
ductivity improvements.8 This is because, unlike many “bril-
liant” inventions, “so-so” innovations don’t usually boost 
overall productivity enough to offset the negative effects of 
job displacement. A “brilliant” technology would include the 
invention of refrigeration, which drastically reduced food spoil-
age and improved productivity in agriculture and food pro-
cessing. A self-service kiosk that shifts work from a grocery- 
store cashier to the customer without improving quality could 
be considered a “so-so” innovation.

From a theoretical standpoint, we can decompose innova-
tion’s effect on the labor market into three distinct effects: the 
displacement effect, the reinstatement effect, and the produc-
tivity effect.9 The displacement effect reduces employment as 

innovation automates tasks and therefore reduces human jobs. 
The reinstatement effect increases demand for labor as innova-
tion creates new tasks that humans will need to perform. For 
example, more data and computer scientists could be employed 
to produce and maintain an automating technology. Finally, the 
productivity effect increases demand for labor in unaffected 
industries as more productive economic activity raises incomes. 
For example, when refrigeration reduced spoilage, it brought 
down waste (and the costs associated with it) typically borne 
by both businesses and consumers. Those cost savings could 
then be redeployed elsewhere in the economy, driving up labor 
demand in other industries.

Even if labor-augmenting and product innovations are prefer-
able to labor-automating and process innovations, respectively, 
many experts in the field of innovation economics argue that 
the magnitude of the productivity effect is what will ultimately 
determine if an innovation increases or decreases aggregate labor 
demand. The mechanism for this productivity effect is important. 
Larger cost savings in the innovating firm or industry will yield 
higher productivity growth. The productivity effect is strongest 
when wages are high and labor is scarce in the innovating firm 
or industry. 10 

Where does generative AI fit into this?

Numerous innovations are being made every day, but here we 
focus exclusively on generative AI, which uses foundation mod-
els to create new content in the form of text, code, voice, images, 
etc.11 This technology is still in its infancy, and advancements 
that can be built based on this technology remain unknown. 
Even so, based on our understanding of generative AI as it cur-
rently exists and what some researchers predict could happen in 
the near term, we can assess how it might affect labor markets. 

First, understanding why innovation has had a more limited 
productivity effect over the last 40 years acts as a useful start-
ing point. At least part of the reason why post-1980 innovation 

FIG 1: Employment-to-population ratio in the United States peaked around 2000, a period of slower labor demand

Source: US Department of Labor, via Haver Analytics.
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had a weaker productivity effect was likely due to the types of 
workers who were displaced: Automation over this period largely 
focused on low- and middle-wage workers. Word processors and 
spreadsheets displaced relatively low-paid clerical workers, such 
as file clerks. Meanwhile, machinery and industrial robots dis-
placed middle-wage factory workers.12 Because the cost savings 
were relatively low under these circumstances, the proportional 
productivity effect was also smaller.

This is unlikely to be the case for generative AI, however. 
Research that matches generative AI skills with those of work-
ers finds that higher-wage workers are the most at risk of losing 
their jobs to this technology.13 Although the exact occupations 
that are at risk differ across research methods, there’s wide-
spread agreement that the share of tasks that could be done by 
generative AI rises with income.14 Some of the occupations that 
have been deemed most at risk of automation from generative 
AI include post-secondary educators, mathematicians, and sur-
vey researchers. The industries with the greatest exposure often 
include legal, financial, and professional services (figure 2).15 Most 
of these occupations and industries involve high wages, suggest-
ing that the cost savings of this technology could be substantial. 
Assuming the costs saved are, indeed, proportional to the produc-
tivity effect, then we should see stronger—rather than weaker— 
aggregate labor demand.

We know that process innovations have a lower likelihood 
than product innovations to increase demand for labor. Although 

generative AI could be considered a new product, it’s likely going 
to be used as a process innovation across most use cases. This 
alone reduces the probability of generative AI boosting labor 
demand. However, the mixed outcomes of process innovations 
likely reflect the distinction between “brilliant” technologies and 
“so-so” technologies. It is “brilliant” technologies that have the 
largest productivity effects and boost labor demand. 

Although there is no standard definition of what technologies 
qualify as “brilliant” or “so-so,” generative AI likely counts as a 
“brilliant” innovation. For one, the technology has wide-reaching 
effects as it’s considered a general-purpose technology.16 This 
means that generative AI has applications across multiple indus-
tries and can perform a variety of tasks. For example, generative 
AI has proved to be adept at writing code for different types of 
software,17 training telemarketers,18 providing research support,19 
and detecting fraud.20 General-purpose technologies don’t guar-
antee a strong productivity effect. After all, they could have only 
a small positive or even neutral effect on productivity growth 
even if they’re deployed widely. But the wide array of tasks that 
generative AI can perform, and the occupations and industries 
it will affect, bode well for a strong productivity effect.

There are at least two confounding factors that could sup-
port or hinder the expected increase in labor demand from gen-
erative AI. The first is demographics. A scarcity of workers not 
only bids up wages, increasing the cost savings from innovation, 
but also encourages employers to invest more in automation. 

FIG 2: Legal and financial services are the industries with greatest exposure to generative AI 

Sources: Ed Felten, Manav Raj, and Robert Seamans, “How will language modelers like ChatGPT a�ect occupations and industries?,” Arxiv.org, March 18, 2023; US Department of Labor via Haver Analytics; 
author calculations.
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Countries and firms that are most reliant on middle-aged work-
ers who were dwindling in number historically have been quicker 
than others to implement automation to offset the demographic 
decline.21 Given that growth of the working-age population is 
weakening or even declining in most developed countries,22 
widespread adoption of generative AI becomes likelier. Such 
widespread adoption then raises the probability of more cost 
savings and improved quality of output, and therefore a stronger 
productivity effect.

The second factor comprises institutions. Most studies cov-
ering how innovation affects the labor market focus on the US 
economy due to the availability of economic data. However, 
the experience in other countries might look quite different. In 
countries with stronger worker protection laws and higher rates 
of union membership, the displacement effect of generative AI 
is likely to be smaller, at least in the near term. 

For example, in the United States, the adoption of industrial 
robots was associated with lower demand for factory jobs. How-
ever, in Germany, where worker protections are stronger, the 
adoption of industrial robots had no discernible effect on local 
labor demand in the decade between 1994 and 2014.23 German 
manufacturing workers were largely able to stay at their current 
employer but switched roles internally. When worker protections 
are strong, the growth of new workers in the affected industry 
slows down and ultimately is offset by gains in the business ser-
vice sector. More recent union negotiations, such as the writer’s 
strike in the United States in 2023, have focused heavily on pro-
tecting workers from AI-related disruption.24 

In geographies or industries with stronger protections in 
place, generative AI’s displacement effect on jobs may prove to 
be more muted or even nonexistent. In the meantime, the pro-
ductivity effect also could be smaller overall, since there would 
be fewer cost savings to redeploy elsewhere. However, labor pro-
tections should allow for a more orderly shift in occupational 
tasks and smooth out demand across the job market. It also shifts 
firms’ attention away from task automation and toward using 
generative AI to make productivity gains and improve the qual-
ity of their output, both of which should have positive effects 
on labor demand.

How might generative AI impact economic 
inequality?

Assuming that, overall, the widespread adoption of generative 
AI creates a stronger productivity effect than its displacement 
effect, labor demand should increase and unemployment should 
fall. It also should increase total productivity growth, which will 
raise real per-capita incomes, real GDP, and consumer spending. 
Stronger productivity growth also is associated with lower infla-
tion as capacity constraints diminish. This would help reverse the 
slow productivity growth seen in developed economies over the 
last 10 to 15 years.

Like other technological innovations before it, generative AI 
could have an impact on inequality. Given that the most at-risk 
occupations and industries are those at the higher end of the 
income distribution, displacement of these workers should 
reduce inequality. One research paper shows that inequality 
between those in the 90th and 10th income percentiles should 
fall amid the adoption of generative AI. However, that same 
paper shows that there will be little negative effect on those in 
the top 1% of the income distribution.25 That may be because 
many people in the top 1% are high-level executives whose jobs 
are highly interpersonal and perhaps less exposed to AI than 
other, more technical roles. Of course, reducing employment of 
higher-wage workers will reduce inequality. However, replacing 
high-earning skills with generative AI could expand demand for 
lower-paid skills, bidding up demand and wages for lower-paid 
workers and putting additional downward pressure on wages for 
high-skilled workers.

Even if these economic outcomes come to pass, it doesn’t 
guarantee that everyone will be better off. Regions with high 
concentrations of affected workers may otherwise be worse off. 
Returning to the experience of industrial robot adoption in the 
United States, it’s perhaps a cautionary tale. Those robots dis-
placed jobs not just in factories and industries directly affected 
by the robots but also in broader local labor markets. Indeed, 
numerous US regions with high concentrations of manufactur-
ing jobs that were subsequently automated or offshored faced 
a litany of economic and social problems thereafter.26 Should 
generative AI have an outsized effect on workers in a particular 
industry, the regions with large concentrations of that industry 
could struggle as a result. Financial services is frequently cited as 
among the most exposed industries, which could put the econ-
omies of global financial centers at risk.

Policy also could change in response to this technology. Crit-
ics of labor-displacing technology have suggested that a change in 
the tax code could encourage more hiring relative to technolog-
ical investment, thereby impeding negative effects on the labor 
market.27 Indeed, research shows that there is unfavorable tax 
treatment of workers relative to investment in the United States.28 
If generative AI doesn’t end up having the strong productivity 
effect we expect, it could increase pressure on policymakers to 
raise tax rates on investment or reduce taxes on wages.

There are still many variables when it comes to generative AI 
and how it will change the way we do business. Based on what we 
know so far, it has a high probability of improving demand for 
workers, reversing a four-decade trend of technological innova-
tion weighing on labor. After all, there should be considerable 
cost savings associated with the technology that will raise the 
important productivity effect. Stronger labor demand and pro-
ductivity will result in favorable economic outcomes, including 
a potential reduction in inequality. This relatively optimistic out-
look, however, doesn’t mean that everyone will be better off, as 
some workers and geographies could be overly exposed to the 
negative effects of the technology.

In Germany,  
where worker 
protections are 
stronger, the 
adoption of 
industrial robots 
had no discernible 
effect on local 
labor demand 
in the decade 
between 1994  
and 2014.
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The more AI-enabled work becomes,  
the more important human imagination is
One of the most valuable skills you need to succeed in an AI-enabled working world 
you likely learned in kindergarten 
By David Mallon, Nic Scoble-Williams, and Sue Cantrell
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W hile emerging technologies and other disrup-
tions previously led to concerns for organizations 
and workers related to skills development, employ-
ability, and fear of the unknown, generative AI has 
put a renewed fervor and sense of urgency to these 
same questions. In the coming years, four out of 
five US workers could see at least 10% of their 
tasks automated by gen AI, and about one in five 
workers could see up to 50% of their tasks auto-
mated by the technology.1 Another recent global 

report estimates that gen AI could soon do up to 
a quarter of the work currently done by humans.2 

Many of the tasks that will be automated by gen 
AI are in fields of knowledge work, such as writ-
ing, translating, and coding.3 But nearly all jobs 
will have some level of exposure, and the AI trans-
formation will encompass nearly all forms of work. 
In agriculture, for example, AI-powered technol-
ogy is already being used to eliminate weeds, mon-
itor plant health, and identify rocks in fields.4 In 
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retail, AI is augmenting workers’ ability to manage invento-
ries in real time and provide customers with highly personal-
ized experiences.5 

While workers share concerns about the threat of technol-
ogy taking over their jobs or worry about the new skills that 
will be needed to keep up with technology changes,6 they also 
see an upside: 70% of workers would be willing to delegate as 
much work as possible to AI to free up time for other tasks and 
enhance their creativity.7 To harness the extraordinary poten-
tial of this moment, organizations and workers alike should 
counter their fear with curiosity and imagination. Put simply, 
work is changing. What if it could be better? 

Traditionally, organizations have focused on developing 
specific, easily replicable functional or technical skills and exe-
cuting repeatable processes to produce standardized products 
and services most effectively. But the efficient execution of 
processes is becoming less important than the ability to adapt 
to changing market conditions and drive new value,8 which 
depends less on training workers in specific technical skills 
than on cultivating curiosity and other human capabilities that 
allow people to respond to changing conditions and imagine  
different futures.9 

The role of imagination is particularly important in the cur-
rent moment, given the nontraditional nature of generative AI as 
a technology. In contrast to commonly used technologies such as 
internet browsers or word processing applications, which either 
work or fail, the effectiveness of gen AI can’t be measured in 
black and white terms. Gen AI can produce results with vary-
ing levels of accuracy and precision. It may make mistakes, and 
humans will have to devise methods to assess its reliability.10 

Moreover, unlike many past technologies, generative AI tools 
aren’t necessarily anchored to any one task or domain. Rather, 
they can excel at generating knowledge and drawing connec-
tions from massive sets of data and ideas. Consequently, they 
have the potential to help workers in numerous ways—many of 
which have yet to be imagined. 

As technology advances and humans discover more ways to 
use gen AI, it has the potential to become a true creative partner 
for workers, aiding in tasks such as production design, naming, 
testing, and marketing. Workers could collaborate with gen AI 
to compose complex texts, develop software, and interact with 
customers in more effective ways. 

Consider Swedish retailer Ikea. The furniture company is 
using AI technologies to transform its global call center opera-
tions, intending to both increase efficiencies and turn each agent 
into a designer—shifting the focus of their roles from procedure 
and process to creativity and human connection. Ikea imple-
mented an AI bot named Billie to handle most routine customer 
queries. They then invested in a comprehensive upskilling ini-
tiative for their 8,500 call center workers to strengthen design 
skills and human capabilities.11 

Harnessing imagination to create positive change

To help ensure an adequate supply of imagination, organiza-
tions should shift from an approach that prioritizes short-term 
fixes to a long-term approach that prioritizes adaptability, resil-
ience, and imagination. For many organizations, such a shift will 
require a redefinition of success, one that reflects a reimagined 
world of work in which humans and technology produce value 
together. There are four key steps organizations can take to 
begin investing in imagination and other human capabilities in 
their organizations.

Operationalize human capabilities as part of overall  
workforce strategy 

Start by assessing the current state of your workforce’s collective 
human capabilities—in particular, empathy and curiosity. Most 
organizations have more experience measuring functional and 
technical skills than broader capabilities. 

According to Deloitte’s Skills-Based Organization global sur-
vey, 68% of business and human resources leaders say they’re 
confident they have verified and valid information on their work-
ers’ hard skills, but only 48% are confident they have verified 
and valid information on their workers’ human capabilities.12 
While measuring human capabilities isn’t as straightforward as 
measuring hard skills, there are nevertheless a variety of ways 
to do so. Organizations can collect peer or manager feedback, 
assessments, or endorsements of capabilities. They can use dig-
ital assessment tools including psychometric assessments, sim-
ulations, and challenges. Or, if workers consent, they can use AI 
tools that infer human capabilities by analyzing workers’ daily 
behaviors and performance in the flow of work, including AI 
analysis of audio or video calls.13 

Once an organization understands the relative strength of 
human capabilities in its workforce and identifies any capabil-
ity gaps, it can start to close those gaps by operationalizing the 
development of human capabilities. One way to do this is to 
begin hiring for them. Many organizations are already doing so. 
For example, design and consulting company Ideo prioritizes 
hiring “T-shaped” employees: people with human capabilities 
such as creativity (the vertical stroke of the T) and a willingness 
to collaborate across disciplines (the horizontal stroke of the 
T). The organization understands that T-shaped candidates are 
more likely to ask questions about the organization that aren’t 
directly related to the roles they’re applying for, and they’re 
more likely to talk about how past successes have involved col-
laboration, rather than focusing exclusively on themselves.14 

In conjunction with deploying talent acquisition initiatives, 
future-thinking organizations will develop, support, and reward 
the effective use of human capabilities across their workforce. 
For example, many organizations with a large frontline worker 
population engage in empathy-related training and develop-
ment.15 Such development activities often involve deliberately 
being placed in unfamiliar experiences or having the chance to 
observe and then practice empathetic responses. Best Western 
Hotels, for example, used virtual reality to help workers better 
empathize with tired and frustrated travelers.16 

Practice imagination in service of human sustainability

Today’s workers have increased agency and many are seeking 
greater meaning in their work.17 While extrinsic rewards can be 
important, research has found that one of the best rewards for 
exercising creativity is simply the chance to use it in service of out-
comes that are meaningful to the individual.18 Encouraging work-
ers to use their human capabilities in service of outcomes that 
matter to them and to the organization has the potential to be a 
virtuous, reinforcing cycle. These capabilities may be innate, but 
when they aren’t exercised on a regular basis, they can atrophy. 

That’s why it’s so important for leaders to model and 
encourage their use. When given a safe space and the time to 
pursue projects of interest—even if that work lies outside their 
defined responsibilities—workers have a chance to hone and 
strengthen their human capabilities while generating greater 
value for the organization and themselves. Organizations 
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can harness the intrinsic passion that, for most people, is the 
strongest motivating force.19  

Highlight for workers, teams, and managers the need to 
prioritize human capabilities

Workers should not be expected to transform their mindsets 
overnight from “What needs to get done?” to “What possibilities 
can I help unlock?” Leaders have a responsibility to communi-
cate the importance of curiosity and empathy, and model behav-
ior that demonstrates their effective use. For example, managers 
and team leaders can also create space for their workers to use 
their human capabilities to rethink their roles (figure 1).

Moreover, organizations may need to overcome biases against 
curiosity and creativity, and related blind spots as to their rising 
importance for workers. As illustrated in figure 2, executives see 
human capabilities as very important for themselves (eight out 
of 10) but only moderately important for their workers (six out 
of 10). Recent research has found that many people celebrate 

creativity outwardly while subconsciously viewing it as a dis-
ruptive force that introduces unwanted uncertainty.20 Curios-
ity, too, has historically been seen as both a positive quality and 
a potentially disruptive one.21 This may partly explain why, in a 
recent survey spanning 16 industries, 65% of workers said curi-
osity was of great importance to exploring new ideas and solving 
work problems, while almost as many—60%—said they encoun-
tered difficulties in fulfilling their curiosity on the job because of 
daily routines and rigid organizational structures.22

Provide opportunities and venues for workers to explore, 
experiment, disrupt, and cocreate

When given the safe space and encouragement to play and search 
for new possibilities, workers can more easily tap into their nat-
ural curiosity and let go of the fear that could be holding them 
back from taking risks. Create moments, both ad hoc and built 
into daily work, to exercise the imagination. Hackathons offer 
one model since creative autonomy is valued above all else. 

FIG 1: Workers want the opportunity to reimagine the future of their work, but many aren’t given the chance to do so

Source: Deloitte 2024 Global Human Capital Trends research.

Questions included, “Is your organization helping 
you imagine how your job may change in the 
future, with technology or other advancements?” 
and, “How important would this be to you?”

43% 

76% 

Workers who said their 
organization helps them 
imagine the future of 
their work

Workers who said this was 
"moderately important" or 
"very important" to them
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Instead of managing the innovation process as it happens, man-
agers set the stage by providing access to tools and asking a set 
of questions to inspire creativity.

Looking toward an imagination-rich future

The disruption posed by technological innovation and an 
increasingly interconnected world is changing the way organ-
izations and workers analyze, collaborate, and create. It’s up to 
organizations to prioritize human capabilities in a technology- 
dependent world. This means hiring for faculties such as curios-
ity, creativity, and critical thinking; developing them throughout 
the workforce; providing safe spaces where workers can come 
together to experiment and practice; and rewarding workers 
who harness their autonomy to reimagine what’s possible for 
themselves, the organization, and its stakeholders.

This reimagination is no longer the exclusive remit of organi-
zational leaders. Instead, it’s a team sport that involves everyone 
in the organization and beyond, welcoming new technologies into 
teams to produce transformative outcomes. When imagination 

becomes an expectation from top to bottom, workers can envi-
sion new opportunities and organizations can be better posi-
tioned for perpetual reinvention and innovation.

This perspective was adapted from Deloitte’s 2024 Global Human Capital 
Trends. Read the full report at www.deloitte.com/insights/human-capital/trends
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FIG 2: Surveyed executives rate human capabilities as more important for themselves than for workers

Source: Deloitte 2024 Global Human Capital Trends research.

Calculated average of executives’ answers to 
the question: “How important are the following 
skills at each level of your organization for its 
business performance? Rate on a scale from 
zero to 10.” 

Human capabilities 
(e.g., curiosity, empathy, critical 
thinking, emotional intelligence)

Collaboration
with machines

8.2

6.4

5.4

8.2

Executives

Workers

Deloitte’s 2024 Global Human Capital Trends survey included responses 
from 14,000 business and human resources leaders across many 
industries and sectors in 95 countries. Deloitte supplemented this 
research with worker- and executive-specific surveys to represent the 
workforce perspective and uncover where there may be gaps between 
leader perception and worker realities. The executive survey was 
done in collaboration with Oxford Economics to survey 1,000 global 
executives and board leaders. The survey data is complemented 
by over a dozen interviews with executives from some of today’s 
leading organizations. 

METHODOLOGY 
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The democratization of deepfake 
technology brings new perils for business
A chief executive of a deepfake detection platform company and Deloitte US’s chief futurist 
explore the growing deepfake risks, as well as mitigation strategies that could help 
organizations fight AI-enabled fraud with AI 

Ill
us

tr
at

io
n 

by
 A

le
xi

s 
W

er
be

ck



43Issue 33

Deepfake technology has advanced rapidly, and bad actors have 
taken note. In February 2024, a finance worker in Hong Kong 
was tricked into transferring approximately US$25 million to a 
fraudulent account after a video conference with his CFO and 
other coworkers he recognized. He later discovered that every-
one on the call—except him—was a deepfake.1 

To better understand how businesses can protect them-
selves against deepfakes and why current protection measures 
might not be enough, Deloitte Insights spoke with Ben Colman, 
CEO of Reality Defender, a US-based company that monitors 
and detects AI-enabled fraud, and Mike Bechtel, chief futurist 
of Deloitte US.

Q: Are deepfakes a new and unique threat, or is this just the 
latest episode in the history of social engineering and fraud?

Colman: The idea [of a] deepfake goes back at least a decade, 
maybe more, starting within entertainment with special effects. 
Think about your favorite movie: the type of work, like a face 
swap or a fake environment, that needed really high-powered 
computers and also a lot of time. 

What’s really happened over the last few years has been the 
democratization of both the tools—they’re now available to any-
body with search, whether it’s online or through the app store on 
your phone—but also the technology needed to run the software. 
Anybody with a credit card can get access to cloud compute. …

There are deepfakes for audio where you could make really 
entertaining audio—maybe me sounding like the Rock or 
another actor—or something incredibly dangerous like the 
deepfake audio of [US] President Biden telling folks not to vote 
in the primary.

This is a trend that’s going to continue with other modalities 
beyond audio. What’s not yet dangerous and what’s not yet on 
the forefront of deepfakes is real-time video. We forecast that 
the idea of deepfakes in real-time video will start hitting prime 
time next year.

Q: Wow, that sounds like a game changer. Is it?

Colman: We think generative AI is going to change the world. It’ll 
increase efficiency, increase productivity, increase creativity. But 
in a very small minority of use cases, it’s incredibly dangerous.

We’ll all have deepfakes of ourselves. That’ll be a permis-
sioned avatar of me and you. And we’ll be able to take calls or 
take video conversations from our car or lying in bed and have a 
perfect version of us looking right at the camera always. That’s 
going to open up a whole, new world of challenges: How do we 
prove that’s Ben using Ben’s deepfake avatar of himself ?
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The challenge is that anything that uses media communica-
tions can be faked and will be faked. Certain platforms, banks, 
and brokerages still believe that your voice is your password—
and all that can be faked. Just the fact that it sounds like me and 
matches my voiceprint, and just because it has my birthday, my 
social security number, my address, all the things that could be 
found or stolen or hacked online, that’s just not enough. The 
idea of “you have to see it to believe it”—or you have to hear it 
to believe it—doesn’t work anymore. …

The challenge is that the tools to do everything we’re describ-
ing are available to anybody. On one hand, hackers and bad 
actors and fraudsters can now do it in real time to many more 
people, but also average people who might not think about com-
mitting fraud might just do it because it’s just so easy. And, wow, 
you can get away with it.

[Generative AI] can be used for a lot of great reasons. You 
could create presentations for companies and help support com-
munications as different languages are being translated in real 
time. But if anyone can use it without any verification of who you 
are and what you’re doing, it’s really something where the tech-
nology is moving faster than regulations required to protect aver-
age people, let alone companies and countries. …

Choose your favorite voice-authentication solution: That 
platform fundamentally has to retain personal information of 
users and employees. It needs their voice. It needs their voice-
print. And what we’ve seen time and time again is if something 
can be hacked, it will be hacked. And unlike a password, if you 
lose your voiceprint or your faceprint, you can’t just press reset. 
It’s lost forever.

The ultimate password, ultimate private key, for people is our 
DNA, and 23andMe admitted they were hacked a year or two 
ago.2 Just like your face or your voice, your DNA is not some-
thing you can reset. You can’t get new versions of it. That is out 
there forever. …

We take a pretty firm view that consumers should not have to 
become experts to detect AI-generated fraud, the same way con-
sumers aren’t required to be expert to identify a computer virus. 
Your email does it for you because average people, let alone 
experts, can’t do it themselves. And these platforms don’t do 

this just because they want to be good corporate citizens. They 
do it because there are either laws or regulations or requirements 
from the FCC [Federal Communications Commission] or FTC 
[Federal Trade Commission] to do this.

Q: Ben, you’ve been talking about some of the technical rem-
edies, but you also talked about nontechnical remedies like 
legislation that would then compel companies to do some-
thing. I’m wondering about the efficacy of media literacy 
campaigns. What’s your assessment of how effective they 
would be in helping people and companies protect them-
selves from these dangers?

Colman: I think that any education is good and very, very impor-
tant. [But] in our space, education only gets you so far.

I’ll give an example of phishing campaigns. A lot of com-
panies have started to test their employees by sending them 
automated, potentially fraudulent phishing campaigns. And 
they’ve seen, time and time again, people still click the button. 
And then, even if they’re told, “Hey, you did it last month, so 
[we’re] testing you again,” they’ll still click it again. But at least 
you’re trying. You’re hoping to give better information and mus-
cle memory so that you can hopefully reduce fraud.

An example I’ll give is, every company and every single organ-
ization will tell consumers you need better passwords. Now they 
require it. You need lowercase, you need uppercase, you need 
a symbol, you need a number. You can’t have two characters 
after another. It’s really painful. And people say, “OK,” they’ll 
do it. And they’ll also use the same password, in multiple places, 
which, again, we all think is obviously something you shouldn’t 
do, but people still do it anyway.

But the moment that our email or our social media is hacked, 
suddenly we have that feeling of, “Oh, my, all of my information 
is now online.” That means all of your emails, all your personal 
images of your family, all your medical records. And only then do 
people realize they need to really be smarter and be more careful 
with their passwords. Typically, that’s when people actually go 
sign up for a password manager and start generating completely 
randomized passwords.

Q&A
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There’s tens of thousands of completely off-the-shelf tools to 
do this, [but] until you see it done on you or on somebody you 
work with or someone you care about, you just don’t realize how 
dangerous and how universal this problem is.

Q: So what do companies need to be thinking about? How 
should they be preparing?

Colman: Companies need to be thinking about a lot of the 
things that, previously, they thought they solved more holisti-
cally. There is no silver bullet here. Defect detection is just one of 
the tools that organizations should be thinking about, but it’s a 
tool that all organizations should use to complement other, more 
traditional checks they’re doing on users or actions or requests, 
[for] both internal risks, but also external risks, whether it’s to 
the company or to their customers.

Bechtel: Over the last 15 years, one of the macro patterns we’ve 
seen [regarding] cybersecurity and trust writ large is this move 
towards a “zero-trust posture.” In the olden times—and by olden 
times, I mean five or 10 years ago—cyber defense felt like a moat 
around a castle. The idea [was] that our castle is our professional 
home. It’s protected by a VPN [virtual private network]. It’s pro-
tected by firewalls, aka the moat. And woe to thee who thinks 
they’re going to get through that barrier. Well, the trick is, while 
the vast majority of people don’t get through, those who do have 
free run of the castle, and havoc ensues.

The zero-trust posture basically says: “No more moats. We’re 
going to lock every square meter of the interior of the castle, and 
everywhere you go is going to require proof of identity.” What’s 
so interesting about that is it replaces the idea of “trust but ver-
ify” with the idea of: “You ain’t going to trust nobody, right? 
You’re going to [have to] prove it every gosh-darn time.”

And I think what we’re seeing with respect to cyber and AI 
is the recognition that, in a world where you can’t trust your 
eyes and ears anymore, you’re going to have to fight math with 
math. … You’re going to need […] the recognition that nobody 
can be “innocent until proven guilty,” at least with regard to 
cybersecurity.

Colman: Absolutely. If this [were] a year ago, I’d have given you 
all kinds of examples of how to identify different kinds of anoma-
lies with the naked eye. But the truth is that, with the majority of 
our team across research and engineering—which is two-thirds 
of our team, many with PhDs—if they can’t see anything, how 
do my kids, how do my parents stand a chance?

Q: How do you guys feel as you’re moving forward in this, 
and the technology evolves?

Bechtel: There’s a tendency to characterize anything new as 
alternately a hero or a villain. It’s newfangled: Do we fear it, or 
do we revere it? And I would tell you, don’t do either.

If you extend this to the latest and greatest, in this case, AI 
and generative AI, what you realize is, OK, yeah, we can unleash 
a new era of creativity, a new era of productivity, and those are 
all true. But the cartoon, mustache-twisting villains out there 
are trying to figure out how to sow havoc, and we need to get 
out in front of that too.

Colman: I think we’ve had a lot of doom and gloom, but I want 
to end this with, there is hope. There are solutions that exist 
here. We can use AI to detect or to fight AI. … [Rather than just] 
trusting community notes or content moderation, and asking 
consumers to flag a piece of media for being fake, it’ll all be auto-
mated. It’ll be just like looking at a computer virus. You just 
know it’s there because the platforms flag it for you. And you can 
really trust when you click on a file that you’re not downloading 
a virus on your computer. 

Now, with immediate communications, it can take a little 
more time, but I’m extremely optimistic that, in the next two 
years—potentially before Q4 of this year—we’ll start seeing a 
lot more protections for average people, but also for govern-
ments and companies in the space.

This is an edited excerpt from Deloitte Insights’ podcast. Find the full podcast 
episode at www.deloitte.com/insights/deepfake-podcast

“In a world where 
you can’t trust 
your eyes and ears 
anymore, you’re 
going to have to 
fight math with 
math.”
Mike Bechtel, chief futurist, 
Deloitte US
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Organizations talk about equity in AI,  
but are they following through?
Diversity, equity, and inclusion leaders are in a unique position to advocate for AI that works for 
everyone. Here’s where they have opportunities to lead at the intersection of AI and DEI. 
By Julian Sanders and Corrie Commisso
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As leaders grapple with the cascade of decisions associated 
with artificial intelligence’s impact on their organizations, one 
of the challenges they face is fostering trust in their AI models 
and implementations. Without thoughtful design and imple-
mentation that ensures equitable access and value across the 
organization, AI’s perceived role could quickly shift from ally 
to adversary. Diversity, equity, and inclusion leaders could help 
ensure that equity remains a business priority amid the enter-
prisewide focus on other AI issues, including risk mitigation, 
governance, and compliance. 

Deloitte’s DEI Institute conducted a targeted, cross-industry 
survey of 71 chief DEI officers (CDEIOs) or equivalent lead-
ers in March 2024 to better understand how organizations are 
utilizing their DEI leadership to inform the development of AI 
strategies and models. While 78% of CDEIOs surveyed agree or 
strongly agree that their organization continues to uphold its 
commitment to DEI alongside investments in AI, the survey also 
reveals that some organizations are falling short when it comes 

to embracing the practices that allow DEI to inform AI strategy 
(figure 1). Where are these disconnects, and how can DEI lead-
ers step in to influence how AI is created, developed, and man-
aged with equity in mind?

Only 35% of CDEIO respondents agree or strongly 
agree that their boards or other C-suite members 
are actively involving their teams in conversations 
related to AI’s impact on the workforce

While 97% of human resources leaders in a Harvard Business 
Review study say their organizations have made changes that are 
improving DEI outcomes,1 only 35% of CDEIOs in the Deloitte 
DEI Institute study agree or strongly agree that their board and 
C-suite leaders understand the need for DEI strategy to continue 
to evolve alongside AI. DEI leaders are in a unique position to 
bring alignment between AI and DEI outcomes to ensure that 
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their organizations continue to prioritize equity-focused com-
mitments. For example, consider a scenario in which a chief DEI 
officer is incorporated into the development process of an AI 
tool prior to its launch. Their unique vantage point, particularly 
linked to demographic data from racially and ethnically diverse 
populations, can empower them to identify data quality risks 
that could be overlooked by others—for example, due to their 
proximity to the data. 

Only 12% of CDEIOs surveyed agree or strongly 
agree that their organizations are creating AI roles 
to foster diverse perspectives within AI teams

Incorporating a broad range of diverse perspectives into the 
AI life cycle—from ideation and development to deployment 

and assessment—is critical to minimize biases and other 
potential pitfalls. For example, consider a customer service 
chatbot that’s programmed to converse in colloquial or con-
versational English. The user communicates by entering text, 
and the responses are delivered via a simulated voice. At a 
glance, this application appears to be a straightforward tool 
to facilitate customer engagement. However, what happens if 
the customer struggles with typing due to accessibility issues 
or has auditory challenges that make it difficult to understand 
the voice outputs? What if English is a second or less familiar 
language for the customer who, therefore, finds it challeng-
ing to engage with the tool? The inequities in value that can 
arise from AI deployment may not always be readily appar-
ent. Recognizing these inequities necessitates contributions 
from stakeholders encompassing diverse backgrounds and 
life experiences.

FIG 1: Organizations appear to be maintaining their overall DEI investments, but they’re falling short when it comes to AI strategies that prioritize equity

Source: Deloitte DEI Institute survey of chief diversity, equity, and inclusion o�cers or equivalent leaders (N = 71), March 2024.
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Only 37% of CDEIOs surveyed agree or strongly 
agree that their organizations are implementing 
impact assessment measures to counter potential 
biases as they incorporate AI

Organizations may encounter potential risks if they omit eth-
ical safeguards and accountability mechanisms for AI. Con-
sider the challenge of talent acquisition and sourcing for skills 
over experience. A data science team may create and deploy an 
AI-enabled candidate screening tool to support efficiency. The 
technologists who build and train the model may not have the 
background or insight to identify the ways in which such an 
application could create bias. This could, in turn, lead to biased 
decision-making and potentially unfair hiring practices. Chief 
DEI officers are uniquely positioned to advocate for increased 
transparency and impact assessments of AI systems, but accord-
ing to our research, few organizations seem to be incorporating 
equity-focused accountability measures.

CDEIOs in AI: Opportunities for collaboration

Organizations that want to prioritize equity in AI likely will need 
to focus on areas where disconnects between DEI strategies and 
AI practices are evident. While DEI leaders are uniquely posi-
tioned to help resolve these disconnects, collaboration across the 
C-suite will be important to successfully building trust. C-suite 
leaders and CDEIOs might want to consider the following ways 
of collaborating to foster more equitable AI. 

•	 Ensure that CDEIOs have a seat at the strategy table. 
Comprehending and managing the subtleties of human 
bias, as well as mitigating equity-related risks, are often 
competencies in which chief DEI officers excel. If they’re 
invited to participate in AI strategy development, CDEIOs 
can bring an integrated, equity-centered perspective on the 
design and implementation of AI tools to their collaboration 
with other stakeholders like chief technology officers, chief 
information officers, and chief talent officers. This collabo-
ration can help in curating necessary learning opportunities 
that guide their organizations in responsibly and ethically  
leveraging AI tools.

•	 Empower DEI leaders to help drive AI literacy. Only 
about one-third of survey respondents agree or strongly 
agree that their organizations offer learning opportuni-
ties focused on the intersection of AI and DEI. But 49% of 
CDEIOs participating in our study agree or strongly agree 
that they are actively encouraging leaders and workforce 
members to boost their AI literacy. CDEIOs can help with 
curating necessary learning opportunities that guide their 
organizations in responsibly and ethically leveraging AI 
tools. Elevating AI literacy is a pivotal step toward empha-
sizing the importance of responsible and ethical AI usage, 
all while maintaining a focus on equity.

•	 Engage CDEIOs as allies to help establish trust at every 
level. Trust depends on the system aligning with human 
values and addressing risks. Each AI deployment is unique, 
with varying training data, model design, environments, 
and uses that can affect trust. Issues like bias, security, and 
transparency can impede responsible AI use. DEI leaders 
can push C-suite executives to prioritize trust. In collabora-
tion with IT, HR, legal, finance, and ethics teams, chief DEI 
officers can ensure that AI promotes equitable outcomes 
and aligns with organizational commitments.

As AI continues to evolve, focusing on equity will be crucial 
to using its benefits responsibly and ethically, and CDEIOs can 
play a key role in making sure AI tools and strategies are built 
with equity in mind. 

Read more at www.deloitte.com/us/equitable-ai
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States and globally. The survey aimed to gather insights on how these 
DEI executives perceive and use artificial intelligence, and how they 
engage with and navigate the AI ecosystem, as well as their beliefs 
and perspectives on their organizations’ AI efforts.
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Predicting the 
unpredictable: 
Exploring how 
technology 
could change 
the future  
of work
What does the future hold for worker and AI collaboration? It depends less on the 
tech and more on the decisions we make along the way.
By Peter Evans-Greenwood, Peter Williams, and Kellie Nuttall

Illustration by Jim Slatton
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Predictions about the future of work typically bear little resem-
blance to the actual future once we find ourselves standing in it. 
Consider economist John Maynard Keynes’ 1930s estimate that 
a 15-hour workweek would be possible within a few generations.1  
Technological advancements, he predicted, would improve pro-
ductivity to the point that humans could enjoy the same living 
standards with less time devoted to work. But, despite some 
early gains in the modern era,2 the typical workweek since the 
1940s seems to be stuck at approximately 40 hours.3 

For business leaders, inaccurate predictions can become a 
problem because they lead to poor decision-making and missed 
opportunities. So why do our predictions so often turn out to be 
wrong? Focusing only on trends limits our ability to see many of 
the decisions in front of us.

When leaders are trying to predict how technology like gen-
erative artificial intelligence will transform the future of work 
so that they can better prepare and equip the workplace for its 
impact, it’s important for the leaders to be able to see all possi-
bilities and possible futures on the road ahead—as well as all of 
the decision points that will determine which possibilities and 
futures become reality. And as evolving tech like generative AI 
enables previously unforeseen possibilities—and, therefore, 
unanticipated decisions—leaders need a new model (or set of 
models) to help explore all of the potential options, rather than 
simply extrapolating from past trends or our first assumptions.

The problem with predictions

The real problem with our predictions isn’t that our technique 
is poor or imprecise, or that we overestimate the potential of 
new ideas and technologies in the short term while underesti-
mating their impact in the long term.4 If this were the case, then 
we could easily rectify these issues by improving our forecasting 
processes—tapping into more diverse data sources or integrating 
superior technology (quantum computing, perhaps) to increase 
the quality of our predictions. Our challenge is different: We need 
to rethink our prediction models in ways that allow us to see the 
broader spectrum of options and opportunities.

A forecast relies on a model, a way of framing the present 
and its dynamics. The model identifies the nouns (the actors 

involved) and, more importantly, the verbs (the interactions 
between actors, and between the actors and the environment). 
The models we use determine which paths to the future we can 
see—which possibilities and opportunities are visible to us, and 
which are invisible or hidden. Different models enable us to see 
different possibilities, and possible futures.

The models we commonly use struggle to account for humans 
and all their desires and inventiveness. The future is shaped by a 
myriad of human decisions and it’s these human decisions that 
determine which future we find ourselves in. Discounting (or 
implicitly not considering) this human factor means that our 
predictions assume that society is heading in one direction when 
society often decides to make a sharp turn and go in an entirely 
different one.

This is perhaps most apparent in how our adoption of new 
technologies plays out. How we choose to use technology is as 
important as (if not more important than) the technology itself.5 
New technology creates new possibilities, but it’s up to us to 
determine which possibilities crystallize into actualities.

When trying to understand the future, we’re often unaware of 
which decisions will be the consequential ones at the time we’re 
making (so many of ) them. We might not even realize that there 
is a decision to be made—a choice—because the model we’re 
using to frame the present doesn’t allow us to see the choice 
before us. If we want to peer into the future, then we need to 
reconsider the models we’re using, to look for complementary 
or alternative models that enable us to see different futures, dif-
ferent possibilities, and different opportunities—different ways 
of framing the present.

Rethinking our framework for ‘work’

The model for how we determine new technologies’ potential 
impact on work first depends on our reframing of work itself.

Historically, we’ve framed work as tasks completed by skilled 
workers in a physical workplace. Physical work is dominated by 
pen and paper, physical tools and materials, and in-person inter-
actions, making it necessary for workers to gather, usually in an 
office or a factory, to be productive. Therefore, when we talk 
about how new innovations and automation opportunities will 

New technology 
creates new 
possibilities, but 
it’s up to us to 
determine which 
possibilities 
crystallize into 
actualities.
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impact work, we focus on how technology can automate tasks 
and consequently drive skill churn. The future is quantified 
via estimates of which skills (and, therefore, workers and jobs) 
emerging technologies will make redundant. 

Recent estimates of the impact of large language models 
(LLMs) by the International Labour Organization, for example, 
estimate that 24% of clerical tasks should be considered highly 
exposed to automation effects, with an additional 58% having 
medium-level exposure,6 while another report suggests that 80% 
of US workers could see at least 10% of their tasks automated.7  

These predictions assume that automation displaces skills, 
forcing workers into a skill-upgrading cycle where they supple-
ment lower skills that have been automated with higher, yet-to-be- 
automated skills (typically 21st-century skills such as creativity, 
critical thinking, collaboration, information literacy, etc.)8 via 
retraining. But how do we know that this skill-displacement 
model accurately captures the consequences of introducing new 
technology into the workplace? And that reskilling and retrain-
ing are the best responses for workers?

Hiding behind this focus on tasks and skills is a model of how 
work is done: product-process-task-skill, or the skill-based divi-
sion of labor. Skilled workers complete specialized tasks within 
formalized processes that result in the creation of products. Our 
focus is on the individual workers and the attributes that enable 
them to perform the tasks presented to them.

The product-process-task-skill model tells us that introduc-
ing automation into a workplace drives skill upgrading. Our first 
(simple) attempts at automation target lower, simpler (and, there-
fore, easier to mechanize) tasks. Workers are driven to higher 
tasks (and skills) since they’re unable to compete with the more 
productive (and tireless) machines. Automation targets increas-
ingly advanced tasks as it’s developed and becomes more capable, 
driving workers to increasingly higher-level skills. Eventually, 
workers are forced out of their job when the technology becomes 
more competent than the humans, with industries “de-skilled” as 
skilled labor has been replaced by (unskilled) machines. 

In the current AI moment, much of the anxiety stems from 
the growing understanding that AI seems to be capable of per-
forming more and more high-level tasks, whereas early waves of 
automation were mainly concerned with lower manual skills and 
tasks. Framing our analysis differently—considering a different 

model—enables us to unlock new possible futures, and possibly 
more desirable futures.  

New models for human and tech collaboration in 
the workplace

If we want to consider alternative futures, to see new possibilities 
and opportunities, then we need to develop new models for how 
work changes when new technology is introduced.

Consider the recent waves of AI-powered solutions that 
have entered the workplace. It’s commonly assumed that AI is a 
task-automation technology, with the main difference between 
this and previous generations of automation being that AI ena-
bles us to automate higher-level tasks for knowledge work, 
rather than just lower-level manual ones.

While we can approach AI this way, it may be more produc-
tive to frame AI as automating behaviors, rather than tasks. 
AI enables us to codify decisions via algorithms: Which chess 
piece should be moved? What products are best to populate this 
investment portfolio? These decisions are made in response to a 
changing environment—our chess opponent’s move, a change 
in an individual’s circumstances. In fact, often it’s the environ-
mental change that prompts the action. 

This responsiveness to external stimuli is why it’s more natural 
to think of AI as mechanizing behaviors rather than skills. This is 
true even for LLMs. We might prompt an LLM to remember some-
thing under the assumption that training has caused it to record 
some fact into its trillions of weights. This is not the case, though. 
Rather than being recalled, the memory is (re)created when a 
prompt interacts with the LLM’s language prediction processes. 
The memory is in the prompt (the words) as much as it’s in the 
weights, much as how a smell (our prompt) can evoke a memory 
(a recreation) of a long-forgotten moment.

A behavior is a reaction to the world changing around us, 
something we do in response to an external stimulus. The same 
stimulus in different contexts triggers different behaviors. 
LLMs operate in a similar way: Subtle changes in the prompt 
we provide deliver quite different results, in the same way sub-
tle changes in how we train the LLM can change its response in 
surprising ways.
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Using AI-powered automation means introducing auto-
mated behaviors into the workplace, and there are two fac-
tors we should consider. First is the ability of the behavior to 
effect change, its freedom to act—the behavior’s agency. Agency 
isn’t binary—that is, it’s not about whether or not the behav-
ior has freedom to act. It’s a question of degree and context, as 
the agency depends on both the capabilities of the automated 
behavior and any limitations we place on it. A self-driving 
taxi might be quite capable of finding its own way down an 
uncrowded street but falters when it encounters a problem it 
can’t recognize and, therefore, navigate its way around, so it 
calls for a human.9  

Authority, our second factor, represents the superior- 
subordinate aspect of the human/machine relationship: who has 
final decision rights. Should an algorithm (that is, AI) decide to 
initiate recovery for supposed overpayments to welfare recipi-
ents, or is human oversight required?10 

Both dimensions of this model (figure 1) represent a divi-
sion in responsibilities—a redistribution of expertise—between 
human and machine. The left side represents agency: who does 
the work. Does the machine work on the human’s behalf, or the 
human on the machine’s? Or is the split more nuanced, some-
where between these two extremes? Authority is captured on 
the right. Does the human have final decision rights, or is the 
machine leading the human?

Within this matrix, we can see a range of possible future path-
ways. A truck driver, for example, might teach an autonomous 
truck how to park in a particular loading bay by manually guid-
ing it in the first time. A robot chef learns to cook a meal by 
observing, and then copying, the actions of a human.11 A tumor- 
identification behavior can augment an oncologist’s ability to 
diagnose skin cancer by helping them locate potential tumors 
for investigation. We integrate AI into the work system by devel-
oping a set of integrated human and machine behaviors.

FIG 1: Agency and authority in human/artificial intelligence collaboration 

Sources: Deloitte analysis; adapted from figure 2, Peter Evans-Greenwood, Robert Hillard, and Alan Marshall, “The new division of labor: On our evolving relationship with technology,” Deloitte Insights, April 9, 2019.

Authority

Humans lead

Machines lead

Direction
A machine delegates tasks that it can’t do to a human, and monitors the result.

Machine augmentation
A human monitors and validates a machine’s work, stepping in when needed.

Instruction
A human teaches a machine new tricks.

Assembly
A human and machine negotiate the division of work. 

Synthesis
A problem is identified, described, and solved via a collaboration between 
human and machine.

Bricolage
A new (digital) system is created by “bricolaging” (bringing together) diverse 
digital and non-digital components.

Shepherding
A human manages a group of machines.

Human augmentation
A machine automates lower-level behaviors to enable the human to focus on 
higher-level ones.

Guidance
A machine prompts a human to help them adopt knowledge, attitudes, or behaviors.

HUMANS WORK FOR MACHINES

BOTH WORK TOGETHER

MACHINES WORK FOR HUMANS

HUMANS WORK WITH MACHINES

BOTH WORK TOGETHER

MACHINES WORK WITH HUMANS

HUMANS WORK ON MACHINES

BOTH WORK TOGETHER

MACHINES WORK ON HUMANS

Autonomy



57Issue 33

Individuals and organizations are already exploring these 
potential pathways, developing solutions, creating new work 
practices, weighing benefits against problems and limitations, 
and making the many human decisions that determine which 
future we’ll work toward. Reoccurring solution patterns and 
relationships are already emerging (figure 2).

Consider the following examples of how we’re seeing these 
human/tech collaborations play out in the workplace:

•	 The supervisor: An algorithm allocates tasks—for exam-
ple, a ride-sharing company that uses AI to dispatch rides 
to drivers who have a few seconds to accept or reject a ride 
request without knowing the destination or fare. Perfor-
mance and pay are determined by AI. An AI also decides 
when morale-boosting motivational messages are needed.

•	 The prioritizer: An AI algorithm addresses a list of tasks—
sales leads to be pursued, medical problems to solve, 

fundraising opportunities to follow up on—and ranks them 
in terms of their importance or potential value. The human 
worker then pursues them in order, sometimes with sugges-
tions from the machine about how to do so.

•	 The personal coach: AI discovers the human worker’s 
strengths and opportunities for improvement on a specific 
task (such as a telephone or video sales call), resulting in 
continuous engagement with AI to improve the human’s 
performance.

•	 The muse: Multiple creative suggestions are prompted by a 
human, delivered by a machine, and iterated in an ongoing 
collaboration. Examples include design suggestions based 
on architect prompts and AI-driven generative design.

•	 The collaborative decision-maker: Complex decisions, 
such as medical diagnoses, are made in a dialogue between 
AI and humans, where AI can improve decisions by enu-
merating available options, helping people weigh them 

FIG 2: Emerging relationships in human/artificial intelligence collaboration 

Sources: Deloitte analysis; Sue Cantrell, Thomas H. Davenport, Steve Hatfield, and Brad Kreit, “Strengthening the bonds of human and machine collaboration,” Deloitte Insights, Nov. 22, 2022.
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We don’t catch a 
flying baseball by 
predicting where 
it’ll land. We 
continually adjust 
our movement 
relative to the 
baseball.

objectively, and suggesting the highest probability of suc-
cessful action.

•	 First pass at a task: A machine performs the first pass at 
a task—a life insurance application, a medical coding cat-
egorization, an analysis of an MRI scan—and makes a  
preliminary judgment. The human reviews the analysis and 
determines if it’s correct. The order of this sequence could 
also be reversed.

•	 The triage nurse: AI assesses the problem (medical symp-
toms, for example) and decides whether a human consulta-
tion is necessary. If not, it dispenses advice to address the 
relatively minor problem.

•	 The doppelgänger: Machines learn from a human or group 
of humans to mimic their behaviors and decisions, so that 
the human(s) can be replicated digitally.

•	 The subordinate: AI systems perform menial, structured 
tasks (like extracting key data from documents or faxes) 
under human supervision and review.

It’s unlikely that one all-encompassing model will be enough, 
however. The human/AI model we’ve just considered can help 
us think through the balance of authority and agency to create 
new collaboration opportunities. However, it has little to tell us 
about the opportunities (and challenges) we’ll confront when 
working digitally versus working in person.

The art and science of seeing around corners

Predicting the future is hard. It was widely assumed, for example, 
that the last wave of AI would make radiologists redundant, but 
radiology is booming as a profession.12 Nor was it the case that 
the mass adoption of computers by business forced all workers 
to become coders.13 Our prediction track record is, at the very 
least, poor. Consequently, predictions on how the current crop 
of technologies will affect workers and the workplace should be 
taken with a grain of salt.

Predicting the future is also something of a fool’s game 
because we don’t need to predict the future to productively 
engage with it. Our future is shaped by a myriad of human deci-
sions, and so it’s these decisions (not the predictions) we should 

be engaging with—decisions that determine the future we’re 
heading into. 

New technology provides us with new possibilities and 
opportunities, and it’s how we choose to find and use these 
opportunities that determines the future we’ll find ourselves 
in. Workplace surveillance is a case in point. New surveillance 
technology is creating opportunities to harvest detailed infor-
mation on worker activities. This information presents us with 
new possibilities, creating an inflection point. Established work-
place trends could continue, subjecting workers to increasingly 
granular command-and-control regimes that reduce job qual-
ity by increasing work intensity and reducing worker autonomy. 
Or we might choose to head in a new direction and establish a 
new trend.

To consider the longer term, we need to find and then see 
past the decisions that new technology creates. This means cre-
ating more and better models of how new (and old) technology 
interacts with complex systems like the workplace. The mod-
els we use determine which possible paths forward we can see, 
the possibilities both visible and invisible to us, with different 
models enabling us to see different possible futures. More and 
better models enable us to see more and better possible futures. 
Poor models limit our understanding of possible futures. If we 
are to understand the potential impact of introducing new tech-
nology into the workplace, then our first consideration should 
be the models we’re using to frame the problem. If we’re not 
aware of these futures, then we’re not aware of the decisions 
we’re implicitly making.

And when thinking about what kinds of models we need, it’s 
helpful to restate our objective to better account for the nonlin-
ear way technology tends to evolve and work evolves along with 
it. Iterative and incremental change is much more common than 
point-in-time, wholesale transformation, so clear and definitive 
predictions about the future might not be required. We often 
assume that we need to skate to where the puck will be,14 if we 
are to be successful in the longer term, but that’s not the case.15  
To switch sports analogies, we don’t catch a flying baseball, the 
canonical example for prospective control,16 by predicting where 
it’ll land. Instead, we continually adjust our movement relative 
to the baseball so that we’re heading in the same direction as 
the ball, while avoiding obstacles. Should we run behind or in 
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front of second base? Is diving to catch the ball a possibility? 
The player strives to keep multiple possibilities alive until one 
of them becomes so attractive that they’re compelled to commit.

Research psychologists have been trying to untangle how 
humans successfully find their way through a complex and 
ever-changing world. What they found is that we don’t make 
decisions purely in our heads, but by interacting with the envi-
ronment around us.17 Or, put another way, rather than analyzing, 
predicting, and planning, we observe, evaluate (often conflict-
ing) possibilities, and respond, fostering optionality. 

To see past current trends, we need to foster optionality, 
accepting that there are always multiple interpretations for cur-
rent events and that a surprising, new technology can be applied 
in multiple ways. Our first instincts for how a technology should 
be applied often aren’t accurate. 

Rather than placing one big bet on what we think will be the 
winner—Betamax or VHS—and going all in, we can make many 
small bets with the intention of learning about and fostering 
potential future choices. These small bets can be approached as 
real options: an economically valuable right to take up or aban-
don some option in the future. The goal is to engage a diverse 
range of experiences and points of view to develop a rich vein 
of institutional knowledge—knowledge that includes different 
ways of framing the opportunities and challenges considered. 
Leaders and decision-makers across the organization need to 
appreciate that multiple futures are possible and consider how 
these futures interact with the organization’s values and goals.

Technology won’t define the future of work.  
We will.

When we try to predict the unpredictable, we assume that tech-
nology is taking us somewhere, but we actually need to decide 
where we’re going. Organizations and societies need to decide 
how they want to reap productivity dividends made possible by 
technological innovations. A four-day workweek has always been 
an option, for example. It’s just not an option we’ve decided to 
pursue as a society (though this may be changing). 

If we fail to make a deliberate attempt to develop new mod-
els and explore possible futures, then our assumptions (based on 

past trends and first impressions) are likely to be self-fulfilling in 
the short to medium term but wrong in the long term. If today’s 
predictions about how generative AI and other evolving tech-
nologies will reshape work are based on suboptimal models— 
or on antiquated definitions of work, itself—organizations might 
be investing in the wrong future.

This is an adapted excerpt. 
Read the full article at www.
deloitte.com/insights/
technology-and-work

www.deloitte.com/insights/technology-and-work
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Generative AI 
in Asia Pacific: 
Young employees 
lead as employers 
play catch-up
 A survey of more than 11,900 employees and students 
across the region finds that gen AI is already affecting  
11 billion work hours per week, but many employers likely 
aren’t optimizing that impact
By Stuart Johnston, Sonia Breeze, Robert Hillard, Chris Lewin, 
Kellie Nuttall, and John O’Mahony

Illustration by Jaime Austin

Generative artificial intelligence is the topic of conversation for senior business leaders across 
all industries and geographies, yet developed economies in the Asia-Pacific region face a dual 
challenge: They’re behind in gen AI adoption while also having more workers in industries 
that could soon be disrupted by the technology. 

According to a 2023 study by Deloitte Access Economics and the Deloitte AI Institute, a 
quarter of the Australian economy faces rapid and significant disruption, with similar impacts 
expected across the Asia-Pacific region, as “Generation AI” matures and enters the working 
world. Generation AI describes children and young adults (up to 24 years old) who have grown 
up in an era of smart devices, voice assistants, recommendation algorithms, and other AI- 
powered technologies. They’ve experienced AI in various aspects of their lives, from enter-
tainment and education to health care and daily interactions since early childhood. As such, 
they’re characterized by their digital fluency and ability to navigate and use AI technologies. 
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The adoption of gen AI is being driven by these everyday 
users—young employees and students—who are experimenting 
at the forefront and leading this revolution. Our study surveyed 
more than 11,900 individuals, including approximately 9,000 
employees and 2,900 students, and found that gen AI has led 
to saved work hours, opportunities for new skill development, 
and more sustainable workloads. The study also identified six 
key insights highlighting the transformative impact of gen AI 
on the Asia-Pacific region, underscoring the need for businesses 
and policymakers to adapt to this rapidly evolving technology so 
that they can disrupt with—rather than be disrupted by—this 
booming generative technology (figure 1).

1. Students and employees are leading the gen AI 
revolution across Asia Pacific, but only half 
believe their manager knows they’re using it

Across the region, students and employees are using gen AI 
at astonishingly high rates. Our survey revealed that 81% of  

university students and 62% of employees are using the technol-
ogy. In fact, 43% of the employees we surveyed are using gen AI 
for work purposes.

Young people who have grown up with the technology— 
Generation AI—are more likely to be already experimenting 
with and using the technology. Employees who are 18 to 24 
years old are nearly twice as likely to be using gen AI compared 
with older workers. 

Since the release of our research report, “Generation AI: 
Ready or not, here we come!” in 2023, the use of gen AI at 
Australian workplaces has increased from 32% to 38% of all 
employees—a notable increase in less than a year.1 And the 
percentage of gen AI users who expect to use the technology 
daily is set to triple within the next five years, from 11% today 
to 32%.

Despite the growing number of gen AI users, businesses 
across the region are struggling to keep up. In fact, half of 
employees using gen AI for work purposes don’t believe man-
agement knows they’re using it. While businesses are looking 
to introduce safe and secure applications for their employees 

FIG 1: Generative AI is already transforming how people work in the Asia-Pacific region, and young people are leading the transformation

Sources: Deloitte Gen AI Survey (2024), International Data Corporation (2023), International Labour Organization (2023), and Felten et. al. (2023). 
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developed by technology vendors or bespoke platforms, they’re 
having to play catch-up with their own employees.

2. Developing economies are leading the charge, 
with gen AI adoption rates 30% higher than those 
in developed economies

For previous technology revolutions, developed economies have 
been the early adopters. For example, nearly 50% of the South 
Korean, New Zealand, and Australian population had access 
to the internet in 2000 compared to less than 2% in China, 
India, and the Philippines.2 Another example is cloud adop-
tion, which started gaining traction in developed economies 
in the mid-2000s with many developing economies catching 
up a decade later. This pattern has been reversed in gen AI 

and we have seen the employees and students in developing  
economies adopt the technology faster than those in developed 
economies to this point.

Developing economies (China, India, and Southeast Asia) have 
a 30% higher share of gen AI users compared to developed econ-
omies (Japan, Taiwan [China], Singapore, South Korea, Australia, 
and New Zealand).3 In fact, Indian students and employees are 
30% more likely to have used gen AI compared to their peers 
across Asia Pacific (figure 2). Daily usage is also higher in mar-
kets like India (32% of those surveyed) and Southeast Asia (19%), 
compared to Australia (8%) and Japan (4%). 

This adoption gap partially reflects that these locations have 
more “digitally native” people as a percentage of their total pop-
ulations. In fact, nearly half (46%) of those surveyed in India 
were between 18 and 35 years old, compared to 30% of those 
people surveyed in Japan.

While businesses 
are looking to 
introduce safe 
and secure 
applications, 
they’re having 
to play catch-up 
with their own 
employees.

FIG 2: Developing economies across Asia Pacific have seen higher gen AI adoption

Source: Deloitte Gen AI Survey (2024).
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Employees from developing economies are also more enthu-
siastically embracing gen AI. Over half (53%) of employees and 
students in developing economies felt primarily excited about 
gen AI technology, compared to less than a quarter (23%) of 
students and employees in developed economies. In compari-
son, over a third (36%) of employees in developed economies 
felt primarily uncertain about gen AI, compared to only 12% in 
developing economies.

Most importantly, Generation AI in developing economies 
is more likely to be proactively taking actions in response to the 
rapid emergence of gen AI. Actions taken include researching 
the basics of gen AI, advancing programming skills, collaborating 
with others about the technology, and undertaking formal study. 
In China, 71% of students and employees have taken at least one 
action, compared to an average of 49% across Asia Pacific and 
31% in Australia (figure 3).

The concentration of Generation AI in developing econo-
mies suggests that there could be significant disruption in the 

traditional technology hierarchy across Asia Pacific as devel-
oping economies more eagerly embrace and upskill in this new 
technology. The finding that developing economies are ahead 
on leveraging gen AI highlights that this new technology is not 
about labor cost savings but productivity improvement and mak-
ing the most of human potential.

Developed economies need to urgently address the gen AI 
usage gap. Lower rates of usage compared with developing econ-
omies combined with a higher proportion of their workforce 
in professional and managerial roles means developed econ-
omies can expect to face significant short-term disruption in 
these industries.4 

Of course, there are other factors beyond usage and upskill-
ing that will shape the impact of gen AI on an economy. These 
include digital infrastructure, a regulatory environment, and a 
skilled workforce. Based primarily on these measures, Salesforce’s 
“Asia Pacific AI readiness index” ranked Singapore (70.1 out of 
100) and Japan (59.8) as leaders in business and government AI 

FIG 3: Students and employees are taking actions in response to gen AI

Source: Deloitte Gen AI Survey (2024).
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readiness across Asia Pacific,5 followed by China (59.7), South 
Korea (59.2), Australia (58.2), New Zealand (54.6), India (49.8), 
and Southeast Asia (with an average of 40.5). AI readiness is an 
area that organizations in developing economies may need to 
focus on as their use of technology continues to grow.

3. Over 11 billion work hours per week across Asia 
Pacific are expected to be impacted by gen AI

While developing economies are leading the charge in gen AI 
adoption, every market and industry across Asia Pacific will be 
impacted by this technology. In an Asia Pacific first, we estimate 
that gen AI could affect 16% of working hours—more than 11 
billion hours—across Asia Pacific per week. This impact could 
be in the form of gen AI automating some tasks so that they 
no longer require worker involvement or augmenting tasks in 
a way that requires workers to use AI to complete the task. For 
some workers, this may mean significant change and retraining 
in their everyday work, while for others, gen AI will require more 
modest upskilling or simply will operate in the background of 
the work they do.

Even this analysis may underestimate the true impact of AI 
on the tasks that workers currently complete. While this anal-
ysis uses academic research on which jobs are expected to be 
impacted by the introduction of AI based on tasks currently 
required for the role, new uses of AI are certain to emerge, which 
will create new tasks, shift the need for the type of workers econ-
omies need, and create roles that have not yet been imagined.

When employees were asked about how gen AI would impact 
their tasks, they expected 61% of their current tasks would be 
impacted by the technology in the next five years.

To further unpack the impact of gen AI on the Asia-Pacific 
region, Deloitte Access Economics mapped 18 industries in 
terms of the extent of gen AI’s impact (what we call the “bang”) 
and how soon those industries will be affected (the length of the 
“fuse”). Timing was determined by examining which industries in 
our survey showed signs of early adoption, while impact was esti-
mated by the number of occupational hours within those indus-
tries that are exposed to 10 possible applications of AI (figure 4). 
See the methodology for more details.

The four industries facing a “short fuse, big bang” scenario 
are finance; IT, communications technology, and media; profes-
sional services; and education. While the importance of these 

FIG 4: How and when will gen AI a�ect di�erent industries?

Sources: Deloitte Gen AI Survey (2024), Felten et al. (2023).
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industries varies across countries, on average they account for 
one-fifth of the economies in Asia Pacific.6 This share is expected 
to grow as some of the markets increasingly shift toward ser-
vice industries like professional services, finance, and informa-
tion and communications technology that face higher impact. 
These industries are also where over 40% of students who are 
using gen AI plan to start their careers, which will only speed up 
the transformation.

While all industries will be transformed by gen AI, those 
involving more manual tasks—such as agriculture, construction, 
transportation, and wholesale and retail trade—face relatively 
less disruption over a long period compared to other knowledge- 
intensive industries.

4. Using gen AI saves each user almost a day per 
week and frees up time to learn new skills

Those who use gen AI are already experiencing improvements 
in their work and study performance. According to our gen AI 
survey, 80% of gen AI users said that it’s improved the speed at 
which they can complete tasks. This has led to large time sav-
ings for completing tasks. On average, daily users of gen AI save 
approximately 6.3 hours per week.

These productivity improvements have been supported by 
other studies. One study found that 85% of respondents in four 
surveyed locations in Asia Pacific (Australia, India, Japan, and 
Singapore) believe AI will allow them to do their job faster or 
more efficiently.7 Another study found that around 80% of sur-
veyed AI users in the manufacturing and financial sectors said 
that AI had improved their performance at work.8 

So what is Generation AI doing with these time savings? Fifty- 
four percent of employees said they used the time savings to 
complete other tasks while 45% invested time in additional 
learning or skill development.

Gen AI has also improved people’s ability to learn new infor-
mation. According to our gen AI survey:

•	 71% of gen AI users said that it has improved their ability 
to generate new ideas.

•	 67% of users said that it has improved their ability to learn 
new skills.

•	 73% of users said gen AI improved the quality of their outputs.
•	 65% of users said gen AI improved the accuracy of their 

outputs.

From employees who have improved skill-building with gen 
AI, nearly 40% believe that using it halves the time it takes to 
become proficient in a skill.

5. Gen AI increases the level of satisfaction at 
work and study

The current work environment is unlike anything we’ve previ-
ously experienced. Following the rapid reshaping of the way we 
undertook work during the COVID-19 pandemic, employees are 
now facing increasing cost pressures along with a weakened eco-
nomic outlook for many locations across Asia Pacific.

These pressures can lead to feelings of burnout among 
employees. In fact, an Asia-Pacific study showed that almost 
50% of workers end the workday feeling mentally or physi-
cally exhausted.9 The estimated cost of mental-health–related 
absenteeism for businesses in Australia alone is around US$13.6  
billion per annum.10  

The impressive time savings associated with gen AI can help 
employees more efficiently complete routine or repetitive tasks 
to focus on more value-adding tasks that require more critical 
and creative thinking. This can create more sustainable work-
loads and reduce employee burnout. According to our survey, 
41% of time savers believe this time has improved their work/
life balance.  

FIG 5: Most users agree that gen AI makes their work more enjoyable

Source: Deloitte Gen AI Survey (2024).
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FIG 6: Employees are largely skeptical that their companies will race to adopt gen AI

Source: Deloitte Gen AI Survey (2024).
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More time spent on value-adding tasks such as creative think-
ing can also make work more enjoyable. In fact, most gen AI 
users believe it’s improved the nature of their work or study 
(81%), as represented in figure 5. One study has described this 
impact as a dual advantage, as the productivity benefits of tech-
nology can lead to greater employee engagement.11 

Another use case is for coaching services. Gen AI can assist 
with personalized coaching and customized communication. 
According to our survey, 75% of gen AI users agree that because 
of the technology, they’re better equipped to support team 
members and peers, for example, with coaching and mentoring.

6. Nearly three-quarters of businesses are falling 
behind on gen AI adoption, according to their own 
employees

Generation AI has rapidly adopted new gen-AI–enabled tools, 
while business leaders play catch-up. Across Asia Pacific, busi-
nesses are experimenting and deploying gen AI in its multiple 
forms. Data from the International Data Corporation shows that 
investments in AI are expected to increase from US$25 billion 
in 2022, when ChatGPT first came onto the scene, to US$117 
billion by 2030.

That’s nearly a fivefold increase in eight years and puts AI 
on track to have one of the fastest deployment rates of any new 
enterprise technology.

This investment is leading to greater rates of adoption. One 
study found that nearly half of medium-sized businesses in the 
region are either exploring potential use cases or using gen AI 
technologies.12 Some businesses are providing access to certain 
AI applications that can be used in a secure and confidential 
manner provided by technology vendors or developed in-house.

Despite the growing investment and adoption, many busi-
nesses are falling behind. Employees were asked to categorize 
their place of employment in terms of maturity of gen AI use 
(by selecting one of the following: laggard, late majority, early 
majority, early adopter, or innovator). Only 29% of employees 
consider their business to be early adopters or innovators, sug-
gesting substantial room for improvement for three-quarters 
of businesses across Asia Pacific (figure 6). Compare this to 
another survey that found 44% of senior business leaders 
believe their organization has high or very high levels of exper-
tise with gen AI.13  

Employees are also cautious about the potential for improve-
ment within their own business. The share of businesses 
expected to be considered innovators or early adopters is only 
expected to increase to 38% in the next five years.
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In the age of gen AI, employees will continue to play a vital 
role in driving business success. Given that gen AI use increases 
worker satisfaction, businesses risk losing employees to inno-
vative competitors when they fail to engage their employees 
on gen AI.

Embracing the gen AI revolution

Despite high use of gen AI, employees have identified some key 
risks associated with using the technology for work purposes. 
Specifically, 85% are concerned that using gen AI will lead to a 
misuse of personal, confidential, or sensitive information (figure 
7). A similar share of employees is concerned about the poten-
tial for the creation of malicious content (83%), as well as legal 
risk and copyright infringement (81%).

Business leaders should address these risks and empower 
employees to fully utilize gen AI applications to realize the sig-
nificant benefits from this powerful tool. On the other hand, 
there are key risks to not using gen AI. Over the longer term, 
businesses that do not explore its use in their business or indus-
try risk being left behind by competitors.

While 43% of employees are using gen AI for work purposes, 
29% of all employees are not aware of any measures from the 
business that respond to its rapid emergence in the workplace. 
This may reflect either a lack of action or a breakdown in com-
munication between senior leaders and employees about the 
response to this important development.

Moreover, according to our survey, 22% of employees across 
Asia Pacific are working in a business that bans or restricts the use 
of gen AI. However, banning or restricting the use of gen AI has 
been shown to be ineffective. In fact, employees are more likely to 

FIG 7: Despite wide adoption, employees worry about the risks of gen AI

Source: Deloitte Gen AI Survey (2024).
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Deloitte Gen AI Survey
In February and March 2024, we surveyed 2,903 
university students and 9,042 employees across 13 
locations: Australia, China, India, Japan, Singapore, 
Taiwan (China), South Korea, New Zealand, and 
Southeast Asia (Indonesia, Malaysia, the Philippines, 
Thailand, and Vietnam).

Deloitte Access Economics developed this report in 
collaboration with the Deloitte AI Institute and Deloitte 
Insights to understand the use of gen AI by employees 
and students, current actions taken by individuals, 
businesses, and educational providers, the barriers to 
gen AI adoption, and expectations for the future in the 
Asia-Pacific region. This report is informed by a survey 
fielded by Dynata. 

‘Short fuse, big bang’ methodology
The four industries in the “short fuse, big bang” sce-
nario are finance; IT, communications technology, 
and media; professional services; and education. We 
have mapped each of the industries in terms of the 

extent of the impact (what we call the “bang”) and 
how soon those industries will be affected (the length 
of the “fuse”). 

The impact score is based on occupational expo-
sure scores produced by Edward Felten, Manav Raj, 
and Robert Seamans in their April 2023 paper, “Occu-
pational heterogeneity in exposure to generative AI.” 16 
The exposure scores assess the relative exposure of 
occupations to 10 applications of gen AI including lan-
guage modelling and image generation. Scores have 
been mapped and aggregated from granular O*NET 
standard occupational classification to two-digit,  
International Standard Classification of Occupations 
codes using correspondences sourced from the Inter-
national Labour Organization. 

The impact score is then calculated based on the 
occupational composition of each pair-wise country- 
industry weighted by average hours worked from the 
International Labour Organization’s International Standard 
Classification of Occupations database. Data availability 
across locations varied, with several only having one-digit, 

International Standard Classification of Occupations 
employment codes available. Where this occurred, 
the same process was undertaken at the best level of 
data granularity available.

Another computation to demonstrate the scale of 
impact from gen AI was estimating the number of working 
hours impacted by gen AI per week. This estimate was 
derived by using several inputs (such as the Jobs and 
Skills list included in the Australian Skills Classification 
database, among others) and then calculating the sum 
of each occupation’s work time by gen AI multiplied by 
the people employed in that occupation multiplied by 
the average hours worked. The exact nature of these 
impacts will differ across occupations. As such, this 
estimate of working time impacted is not equivalent 
to time saved from gen AI. 

For the full methodologies, please visit 
www.deloitte.com/insights/gen-ai-apac

METHODOLOGY

use gen AI if they work for a business that has a gen AI ban. Seventy- 
six percent of employees at a workplace that bans or restricts gen 
AI have used it compared to 62% of employees overall.

Many other businesses are looking to encourage gen AI use 
among employees. The most popular actions taken by businesses 
to address the emergence of gen AI are speaking to employees 
(42% of employees are aware of their business taking this action), 
encouraging on-the-job learning (39%), and discussing limita-
tions of the technology (35%). Only 33% of employees have 
received formal training on gen AI. Of those, 35% reported that 
they are not satisfied with the training. Training related to gen AI 

use has been found to increase worker productivity and improve 
working conditions for employees.15 

As the influence of Generation AI continues to reshape 
the Asia-Pacific region, it’s crucial for employers to adapt and 
embrace the rapid advancements in AI technology. By doing so, 
organizations can not only keep pace with the evolving work-
force, but also capitalize on the immense potential that gen AI 
presents for economic and societal transformation. The future 
of work in the region depends on harnessing the power of gen 
AI in a way that fosters collaboration and innovation among 
employees and employers alike.

76% of employees 
at a workplace that 
bans or restricts 
gen AI have used 
it compared to 
62% of employees 
overall.
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Designing for 
growth in the 
C-suite
An analysis of over 46,000 job postings reveals the most in-demand 
skills for C-suite roles like CFOs, COOs, and other executive leaders 
By Timothy Murphy, Susan C. Hogan, and Andrew Blau

Illustrations by Sonya Vasilieff and Matt Lennert
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I  n the competitive race to grow business, nearly every C-suite role— 
  regardless of legacy responsibilities—is expected to contribute to their  
  organization’s growth agendas. But a world of uncertainties and emerging  

trends can make navigating these growth goals difficult. Cloud computing 
and generative AI open new possibilities in the realm of data science and 
analytics. Greater calls for data privacy and sustainable practices are forc-
ing many businesses to navigate new risk and regulatory environments. And 
the C-suite itself is ever-evolving, with new roles emerging and positional 
mandates blurring as many organizations move from siloed responsibilities 
to working in concert.
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These complexities are causing many organizations to rethink 
how emerging C-suite skills and knowledge can better support 
their organization’s growth agenda. To help understand how 
organizations are designing for growth within the C-suite, we 
analyzed over 46,000 C-suite job postings on the open market 
between 2018 and 2023, using Lightcast’s Open Skills database. 
We examined the most in-demand skills and experiences for six 
C-suite roles: chief financial officer, chief operating officer, chief 
human resource officer, chief information officer, chief strategy 
officer, and chief revenue officer.

Our analysis highlights two near-universal shifts in role 
design in the last six years that could directly impact an organ-
ization’s ability to grow its business: the elevated importance 
of a strong quantitative background (that is, experience with 
analysis, research, or scientific backgrounds) for C-suite lead-
ers, and the ability to navigate risk and regulatory environ-
ments. In addition, “soft skills” regularly emerged as a key 
demand for these C-suite roles—something that could be cru-
cial to driving a growth agenda across the C-suite. Through the 
lens of these job postings, we’re afforded an unfiltered view of 

a C-suite wish list of skills and responsibilities that organiza-
tions are actively seeking to help drive the future success of 
their business.

Setting the stage for growth: Speaking the 
language of the C-suite

Regardless of role, there are clear expectations that executives 
should come to the C-suite with strong business backgrounds. 
In fact, the top 10 most-cited skills in our analysis of 46,000 job 
postings reveal three areas that are ubiquitous across the C-suite: 
business strategy, business operations, and business management 
(figure 1).

But our analysis also shows it’s not solely about possessing 
strong business backgrounds—or at least not anymore. As the 
C-suite is asked to bring new perspectives to the organization, 
we explore how two new shifts in role design—quantitative expe-
rience, plus risk and regulatory expertise—can be positioned in 
a manner that catalyzes growth.

FIG 1: Business skills top the list of most in-demand C-suite skills 

Note: Figure abbreviations include chief information o	cer (CIO) and chief strategy o	cer (CSO).
Source: Deloitte US analysis of Lightcast Open Skills data.
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Building the quantitative C-suite

As technology and artificial intelligence grow in capability, 
organizations tend to look for new ways to integrate these 
solutions into their business operations and strategy. Infusing  
strategy with more quantitative expertise may offer a path for 
turning new capabilities, like generative AI, from efficiency plays 
(typically an organization’s first forms of adoption) to growth 
drivers (such as improving existing products and services, and 
increasing revenue).

This may be why we see a substantial increase in demand 
across the C-suite for more quantitative expertise. Deloitte’s 

State of Generative AI in the Enterprise report shows that as 
expertise increases, so do the appetites for implementing gener-
ative AI for growing the business. Organizations surveyed with 
“very high” levels of quantitative expertise are significantly more 
likely to have already adopted generative AI solutions for mar-
keting, sales, customer service, research and development, and 
product development.1 

Every C-suite role included in our analysis has experienced a 
significant uptick in the demand for some form of quantitative 
background between 2018 and 2023 (figure 2). This is especially 
true for research and development, analytics, and general sci-
ence and research skills.

FIG 2: Organizations are looking for C-suite leaders with quantitative skills

Note: Figure abbreviations include chief information o	cer (CIO) and chief strategy o	cer (CSO).
Source: Deloitte US analysis of Lightcast Open Skills data.
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These shifts may also signal an important evolution occur-
ring at the strategic level of the organization. Consider the role 
of the chief strategy officer: In 2018, a background in analysis or 
R&D was the 27th most frequent requirement for CSO postings; 
by 2023, it had become the 10th most-cited requirement (figure 
3). The other five roles in our analysis follow a similar trajectory, 
an early sign that organizations may be seeking to quickly add 
this expertise—or at least the ability to speak a common quan-
titative language—across the entire enterprise to drive growth.

Reframing the language of risk and regulation

The C-suite is experiencing a similar surge in demand for risk 
and regulatory backgrounds. While nearly every C-suite leader is 
increasingly being asked to bring these skills to the role, our anal-
ysis of job postings shows that CSOs, in particular, experienced a 
208% increase in demand for regulation and legal compliance skills 
since 2018 (figure 4). Similarly, CFOs are increasingly expected to 
have a strong grasp of risk management—a skill requirement that 

appeared in 9% of postings in 2018 and grew to 19% of postings in 
2023. And CHROs are experiencing a steady increase in demand 
for labor compliance skills, from 16% in 2018 to 24% in 2023.

Historically, risk and regulation efforts have been reactive 
approaches—for example, quickly responding to a supply chain 
shock or adjusting processes to adhere to new regulations. But 
as the world has collectively navigated an onslaught of new 
uncertainties including a pandemic, geopolitical instabilities, 
and climate events, to name a few, many organizations are piv-
oting to proactively transform their businesses.2 That may mean 
developing new products that better meet the needs of a chang-
ing world or reorganizing a supply chain to flourish no matter 
the external circumstances.

However, it may be difficult to capitalize on these changing 
environments if businesses don’t consider how their revenue- 
generating initiatives fit into a risk or regulatory strategy. And, 
notably, the one exception to this shift in C-suite skills is the 
chief revenue officer. While the other five roles in our analysis are 
increasingly expected to be well-versed in risk and regulation, the 
CRO role hasn’t followed a similar trend. Given their mandate to 

FIG 3: Demand for analysis and R&D expertise is on the rise for chief strategy o	cers

Source: Deloitte US analysis of Lightcast Open Skills data.
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grow revenue, they could either lean on their C-suite peers to help 
inform strategy or jeopardize limiting their risk and regulation  
initiatives to more reactionary approaches.

Further, the opportunity to work with regulation seems to 
only be growing. This could mean working directly with reg-
ulatory agencies or changing processes or products to better 
integrate into the new environments created by the regulations 
themselves. For example, the US Department of Energy estab-
lished a technology commercialization fund that issued over 
US$35 billion in loans and loan guarantees for large-scale energy 
projects,3 the Swedish Energy Agency provided US$100 million 
in grants to 250 startups in developing green solutions,4 and 
Norway incentivizes electric vehicle development by granting 

EV consumers reduced tolls and parking fees.5 With new oppor-
tunities continuing to emerge, the C-suite can benefit from an 
enterprise-wide strategy to not only react to regulation, but 
grow from it.6 

An evolving C-suite needs soft skills to flourish

With so much change in the technical makeup of the C-suite, 
leaders may need exceptional personal and human skills to help 
assess how they bring solutions to market, communicate their 
vision to internal and external stakeholders, and lead their teams 
through strategic execution. When it comes to their broader 

FIG 4: Regulation and legal compliance skills are in demand across the C-suite 

Note: Figure abbreviations include chief information o	cer (CIO) and chief strategy o	cer (CSO).
Source: Deloitte US analysis of Lightcast Open Skills data.

Percentage of job postings that listed regulation and legal compliance skill requirements

28%

24%

18%

7%

CHRO COO CIO CSO

35%

30%

24%

21%

2018 2023



76

FEATURE

Deloitte Insights Magazine

workforce, employers surveyed by the World Economic Forum 
describe the most in-demand skills between now and 2027 as a 
mix of technical expertise (for example, analytical thinking and 
technical literacy) and human skills (for example, leadership, 
social influence, and creative thinking).7 

The good news: Overall, C-suite role postings frequently cite 
the need for leadership and initiative, communication, and critical 
thinking and problem-solving skills (figure 5). In many cases, job 
postings are increasingly highlighting the need for these human 
capabilities. While CFO roles list lower percentages of these 
required skills compared to other C-suite roles, job postings for 
CFOs over the last six years have shown increases in initiative and 
leadership (61% to 70%), communication (41% to 47%), and crit-
ical thinking and problem-solving skills (35% to 42%).

As CRO postings pursue greater quantitative backgrounds, 
they’re also increasing the demand for critical thinking and  
problem-solving (33% to 53% in six years). And, encouragingly, 
the CHRO role, which is traditionally anchored in people devel-
opment, consistently shows some of the highest rates of human 
skills and capabilities in their job postings.

It may be a promising sign that organizations seem to be pri-
oritizing these human capabilities in the C-suite. But taking steps 
to ensure these skills go beyond role descriptions and are seam-
lessly woven into decision-making and cross-role collaboration 
may be easier said than done.

In Deloitte’s 2024 Global Human Capital Trends research, 
which surveyed 14,000 business and human resources leaders 
in 95 countries, 73% of respondents acknowledge that human 

FIG 5: The elevated need for human skills

Note: Figure abbreviations include chief information o	cer (CIO) and chief strategy o	cer (CSO).
Source: Deloitte US analysis of Lightcast Open Skills data.
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capabilities need to move in step with technological innova-
tion, even though only 9% say they’re making progress toward 
achieving that balance. However, when organizations are able 
to bridge the gap between knowing that human capabilities are 
important and embedding them into the organization, they’re 
1.8 times more likely to achieve their desired business outcomes 
(like growth goals) than those organizations that are unable to 
bridge this gap.8 

In this spirit, some organizations are focusing their hiring 
efforts on “T-shaped” employees: people with human capabilities 
such as creativity (the vertical stroke of the T) and a willingness 
to collaborate across functions (the horizontal stroke of the T).9 
Organizations can consider a similar approach to their executive 
searches as well. And on the development side, research shows 
that soft skills can be cultivated to improve outcomes in work, 
school, and other domains.10 

Preparing for growth

Though the evolving demands for the modern C-suite are still 
unfolding, there likely won’t be any wholesale changes over-
night for most organizations. A Korn Ferry study estimates that 
the average C-suite tenure is 4.9 years (with variations depend-
ing on role).11 Given this reality, these evolutions likely will occur 
incrementally over a multiyear horizon. In some respects, this can 

grant organizations time to adjust, but simultaneously, it may be 
challenging to seamlessly integrate new experiences and capabil-
ities as the evolution slowly takes shape across the organization.

While skills and responsibilities will evolve over time, the 
need to drive a uniform growth agenda across the organiza-
tion will almost certainly remain a constant. The organizations 
that learn to speak the new language of the C-suite and develop, 
recruit for, and harness new skill sets can elevate their C-suite 
and the bottom line.

To understand how organizations are pursuing executive talent, we 
analyzed publicly available job postings in the Lightcast Open Skills 
Taxonomy database, which includes a wide array of industries in both 
the public and private sector (60 unique industries represented). 

To benchmark what these roles looked like prior to the pandemic, 
we opened our sample to include postings from 2018 to 2023 (the 
last full year of data).

Finally, we leveraged Lightcast’s skills and backgrounds taxonomy 
(with more than 32,000 different skills categorizations represented 
within the database) to see which types of expertise were most often 
pursued (for example, experience with managing budgets would be 
categorized as “budget management”). 

METHODOLOGY
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Generative AI 
and government 
work: An analysis 
of 19,000 tasks
Deloitte US’s analysis reveals three criteria that can help determine which tasks could be assigned 
to generative AI tools and when different occupations could feel pressure to adopt them

By Tasha Austin, Joe Mariani, Thirumalai Kannan, and Pankaj Kishnani 

Illustration by Sofia Sergi and Sonya Vasilieff

We’re awash in examples of what generative artificial intelligence can produce: 
near-human quality text, images, and even video. Yet there’s less evidence of 
how generative AI will impact how work is done. In government, where a broad 
range of agencies performs a wide variety of tasks, this uncertainty could stall 
adoption of gen AI and even other automation tools that could otherwise have 
benefitted the public.

To help cut through that uncertainty and get the broadest possible per-
spective on how and where generative AI can impact government work, 
we examined more than 19,000 tasks collected by the US Department of 
Labor to represent the wider US workforce.1 By analyzing how much of 
three work attributes are needed to accomplish each task—accuracy, crea-
tive difficulty, and context variability (how much a task changes in different  
scenarios)—we were able to assess which tasks could be amenable to which 
types of automation.

We identified three categorizations that can help government leaders—or 
leaders in any industry or sector—make informed, strategic decisions about 
how to implement generative AI in their organizations.

Dark blue: Tasks with moderately high creative difficulty, moderate context 
variability, and moderate accuracy could be good candidates for gen AI. Take, 

for example, tasks like recording regulatory compliance, preparing speeches, 
summarizing laws, or making reports. Prior to the release of gen AI, nearly all 
of these creatively intensive tasks could have only been completed by humans.

Teal: Tasks with high accuracy and low context variability (like data entry) 
are likely good for other forms of automation, ranging from robotic process 
automation to other forms of machine learning. These tasks typically harness 
automation’s abilities to handle large volumes of data with precision to accom-
plish tasks such as predicting maintenance failures or calculating costs.

Purple: Finally, humans still outperform AI at dealing with tasks that have 
high context variability, especially tasks that have a high social aspect (like 
coaching workers) or a physical component (like maintaining vehicles). These 
tasks involve high context variability, especially when that context involves 
social interaction or physical movement. For example, training other work-
ers and making strategic decisions for an organization are tasks still best left 
to human judgment.

But beware of easy answers. Just because a task is shown as a particular color 
doesn’t mean it’s always the best fit for that automation tool. The color coding 
simply suggests that if you’re undertaking a dark blue or teal task, it might be 
worthwhile to explore how an automation tool could help.
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Different automation tools have different 
strengths and weaknesses, and generative AI is  
no exception

Generative AI is a powerful tool that can do many things, but just 
because it can doesn’t mean it should.

While it can create new content in ways that other automation 
tools can’t, it may occasionally do so at the cost of accuracy— 
for example, the now-infamous hallucinations.2  

You can see generative AI’s strengths and weaknesses vis-
ually in figure 1. As you move from right to left on the crea-
tive difficulty axis, you move into creative tasks like preparing 
whole reports that previous iterations of AI could not handle, 
but gen AI can.

But moving from bottom to top on the accuracy axis also 
shows generative AI’s weaknesses: tasks that require significant 
levels of accuracy such as making eligibility determinations for 
benefits like unemployment insurance or a small business loan. 
Gen AI will usually give you an answer for such tasks, but it may 
not always be correct—something that is not acceptable for tasks 
that demand accuracy. 

Because different occupations do different tasks, 
the impact of generative AI will vary widely

With different industries and occupations performing differ-
ent tasks in their work, it may be natural to see a variation in 
how much generative AI is likely to impact how that work is 
done. With government performing such a wide range of work, 
understanding the variation in generative AI impact is crucial for 
adoption. At a high level, more knowledge-based occupations 
such as education or management are seeing greater immediate  

impact from gen AI than more physical occupations in areas like 
logistics or maintenance.

Even within an industry, variation can help shine a light on 
exactly how gen AI is being used. Within education, for exam-
ple, teaching professions have a high percentage of tasks that are 
amenable to gen AI. As a result, teachers are already grappling 
with both students’ use of generative AI and how they can use 
gen AI in instruction and research themselves.3  

The dots in figure 2 represent common work tasks in educa-
tion. Many teaching-related tasks (like maintaining attendance 
records or creating syllabi) are amenable to gen AI. These are 
highlighted in dark blue.

But teachers’ experiences with generative AI may not be the 
same as some of their noninstructional colleagues.

In contrast to teaching roles, noninstructional roles in edu-
cation (such as administrative roles in finance and human 
resources) have many automatable tasks, but many of those 
tasks may be more suited to other forms of automation and 
may already have been automated. The result is less immediate 
pressure to adopt generative AI tools, at least for the time being.

With fewer tasks amenable to generative AI, noninstructional 
roles in education may not feel as strong a need to use stand-
alone gen AI tools. However, over the next few years, generative 
AI models are likely to become less expensive and less compu-
tationally intensive, allowing them to be more easily embedded 
into a variety of tools that people already use to do their jobs 
(from accounting software to HR tools to contract templates).4  
Embedding gen AI into these tools can make them easier to use 
(by auto-generating reports, for example) or improve produc-
tivity (for instance, by allowing users to query huge volumes of 
data using plain language).

The result is that there are likely to be two waves of gen AI 
adoption: one immediate wave for those with many tasks already 

FIG 1: Where gen AI can fall short

Source: Deloitte Center for Government Insights analysis of US 
Department of Labor O*Net data.
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FIG 2: Teaching is already grappling with gen AI 

Source: Deloitte Center for Government Insights 
analysis of US Department of Labor O*Net data.
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FIG 3: Noninstructional roles in education may not adopt gen AI for a few years

Work tasks for noninstructional roles in education, 
like finance and human resources, that are amenable to:
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Source: Deloitte Center for Government Insights 
analysis of US Department of Labor O*Net data.
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amenable to the tool, like teachers and professors, and a later wave 
a few years later for those who will make use of future versions of 
gen-AI–enabled tools.

In figure 3, the colored dots represent common work tasks 
for noninstructional roles in education, like finance and human 
resources. 

Compared to teachers, noninstructional roles have fewer 
generative-AI–amenable tasks shown in the dark blue dots, 
which likely yields a lower pressure to adopt gen AI immediately. 
But there is still value to be gained. Over the coming years, as 
gen AI is built into existing tools used by noninstructional staff, 
they are likely to find themselves using gen AI as well.
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FIG 4: Manufacturing helps show that physical work is likely to be part of the second wave of gen AI adoption

Source: Deloitte Center for Government Insights analysis of US 
Department of Labor O*Net data.
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Even occupations with lots of physical work are 
not immune

The dual-wave adoption of generative AI also has implica-
tions for government workers with more physical work.  
Government workers in maintenance, manufacturing, con-
struction, logistics, and similar occupations may not see much 
immediate impact from gen AI but are likely to experience the 
second wave of adoption.

Consider workers in government shipyards, highway main-
tenance divisions, or sanitation departments. The bulk of their 
day-to-day work is physical in nature, but they still often need 
to receive work orders, track tools, or record maintenance 
fixes. Embedding gen AI in maintenance management, inven-
tory tracking, and other systems that these workers use every 
day can improve both the ease and the efficiency of their work. 

So, while every government worker may not be using gen-
erative AI immediately, most will likely find it touching their 
work eventually.

In figure 4, the dots represent common work tasks for man-
ufacturing roles, which can serve as a proxy for other types of 
government jobs with significant physical activities, such as 
highway maintenance, logistics, and more.

Automation is not new to these occupations. Many of the 
tasks shown in teal have already been automated by tools such 
as robotics in warehouses or robotic process automation filling 
in forms. Like noninstructional roles in education, these jobs 
may not see immediate use of generative AI due to the low pro-
portion of gen-AI–amenable tasks shown in dark blue. But like 
noninstructional roles in education, they are also likely to use 
gen AI over time as it becomes embedded in their existing work-
flow tools.
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Work is about more than just accomplishing 
individual tasks

It’s important to remember that most work activities involve 
more than one task. Work activities that create value for an 
organization are likely to feature several different types of tasks 
amenable to different automation tools.

Take the work of a government lawyer, for example (figure 5). 
To make an argument in court, government lawyers may need 
to do several tasks:

1.	 Help set policy.

2.	 Gather evidence about previous cases.

3.	 Analyze those cases for relevant evidence.

4.	 Make a judgment and argue that judgment in court.

Those tasks each require different skills, making them 
amenable to different types of automation. Getting the work 
done would require not one monolithic AI tool but several 
smaller ones—working together with and supervised by human 
judgment.

The future of gen AI, then, is embedded and ubiquitous. 
Small, narrowly scoped gen AI tools are likely to be embedded 
within a wide range of the tools we already use today, working 
alongside other forms of automation to help make our work 
faster and more productive.

FIG 5: Value comes from workflows of several, often very different, tasks

Source: Deloitte Center for Government Insights analysis of US 
Department of Labor O*Net data.
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Superscalers are far likelier to give 
access to a broad swath of workers. 

Moreover, while superscalers see the opportunity for 
gen AI to help improve productivity, they’re more 
likely than piloters and scalers to anticipate 
potentially increasing the size 
of their workforce due to 
the implementation of 
generative AI. 

And while preparedness is 
in the eye of the beholder, 

even superscalers believe 
their organizations have 

more work to do to be 
ready to adopt gen AI 
tools and applications, 
especially when it 
comes to talent, risk, 
and governance.

Note: N = 2,770. Superscalers are respondents who reported scaling 70% or more of 
their generative AI pilots, comprising 139 respondents, or 5% of total respondents.
Source: Deloitte State of Generative AI in the Enterprise survey, quarter 3, June 2024.
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They’re also far likelier to 
report high deployment 
of generative AI across all 
functions and areas.
Estimated gen AI adoption level across 
functions (includes both limited and 
“at scale” implementation)
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In Deloitte’s latest State of Generative AI in the Enterprise survey, a mere 5% 
of respondents say their organizations have managed to scale 70% or more 
of their gen AI pilots. It’s still early days with gen AI, but compare the success 
of those “superscalers” with where the majority of organizations participat-
ing in our global survey currently sit: 68% of executive respondents report 
that, thus far, they’ve only scaled 30% or fewer of their generative AI pilots. 

What sets the superscalers apart? According to our data, one of the main 
differences appears to be their approach to talent—giving as much of the 
workforce as possible access to generative-AI–enabled tools and positioning 
those tools in a way that supports (rather than replaces) humans doing what 
humans uniquely do best. 

THE END NOTE

How do you grow from here?
Scaling generative AI from pilots to full implementation takes talent—literally
 By Brenna Sniderman

“It’s all about strategically augmenting human effort. 
Superscalers are positioning gen AI as an accessible tool in their 
organization’s tech toolbox, working to get the right guardrails 
in place, and investing in the right things—including talent—to 
take full advantage of this transformative technology.”
– Jim Rowan, head of AI at Deloitte US
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Superscalers are far likelier to give 
access to a broad swath of workers. 

Moreover, while superscalers see the opportunity for 
gen AI to help improve productivity, they’re more 
likely than piloters and scalers to anticipate 
potentially increasing the size 
of their workforce due to 
the implementation of 
generative AI. 

And while preparedness is 
in the eye of the beholder, 

even superscalers believe 
their organizations have 

more work to do to be 
ready to adopt gen AI 
tools and applications, 
especially when it 
comes to talent, risk, 
and governance.

Note: N = 2,770. Superscalers are respondents who reported scaling 70% or more of 
their generative AI pilots, comprising 139 respondents, or 5% of total respondents.
Source: Deloitte State of Generative AI in the Enterprise survey, quarter 3, June 2024.
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This issue is dedicated to Matt Lennert, art director extraordinaire and one of the founders 
of Deloitte Insights Magazine, in recognition of his retirement. Matt, thank you for bringing 
beauty to our work and bringing out the best in all of us.

Cheers to you, and to your next chapter.

Your friends at Deloitte Insights
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